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        Series Foreword

      
      The MIT Press Essential Knowledge series offers accessible, concise, beautifully produced pocket-size books on topics of current interest. Written by leading thinkers, the books in this series deliver expert overviews of subjects that range from the cultural and the historical to the scientific and the technical.

      In today’s era of instant information gratification, we have ready access to opinions, rationalizations, and superficial descriptions. Much harder to come by is the foundational knowledge that informs a principled understanding of the world. Essential Knowledge books fill that need. Synthesizing specialized subject matter for nonspecialists and engaging critical topics through fundamentals, each of these compact volumes offers readers a point of access to complex ideas.

    
  
    
      
        Preface

      
      Many of us have suddenly stopped and asked ourselves, “Why did I just do that?” We may have paused, looked around, and realized that we made it halfway home while our thoughts were elsewhere. Or maybe we sat next to a purchase that we now wonder if we really want or need, having been guided toward it effortlessly by prompts and reassurances.

      These instances highlight that our behavior is often influenced by factors that lie outside our conscious awareness. This is not necessarily a problem; we would find it very hard to function if we had to consciously register and approve every single thing we do. But often we tend to underestimate the importance of this “automatic” side of our behavior—and so do governments or other organizations. The result may be ineffective policies, products, or plans.

      The behavioral insights approach tries to address this problem by taking the latest evidence on what influences behavior, and then applying these insights to practical issues. Since the approach also prioritizes evaluating the impact of its interventions, we can know exactly how it has made a difference to tangible problems. As a result, the use of behavioral insights by governments, businesses, and individuals has exploded over the last ten years.

      But there have also been many questions about whether the behavioral insights approach is a reliable one, whether it can tackle the big issues facing society, and whether it poses serious ethical questions. There is also much confusion about what the term “behavioral insights” actually means. This book addresses these questions by presenting the history, current practice, and future directions of behavioral insights.

      Chapter 1 outlines the core features of the approach: a concern with practical issues; the use of evidence about human behavior to develop solutions for these issues; and the use of experimentation to evaluate the impact of these solutions. We show that this approach is best understood as a lens that allows us to see policies, programs, and services in a new light. Chapter 2 charts the history of the behavioral insights approach, which was born when three strands of thought came together: behavioral economics, dual-process theories in psychology, and a shift in how governments think about behavior. We explain how and why the period since 2010 has seen explosive growth in the use of the approach. Chapter 3 gives five brief examples of behavioral insights in practice.

      Chapter 4 gives an overview of how to apply behavioral insights by working through a real example of increasing attendance at recruitment fairs by those looking for work. We include ten steps that cover identifying the scope and relevant behaviors, implementing and evaluating the intervention, and considering next steps. Chapter 5 is devoted to questions and criticisms. We consider the limitations of what the approach delivers on a practical level, including the longevity of its effects and its impact on high-level policy. We look at limitations of the relevant theories, and weaknesses in the evidence base. Finally, we consider whether the behavioral insights approach is ethical or acceptable. Chapter 6 looks to the future. We argue that in order to endure, the behavioral insights approach needs to consolidate and strengthen its evidence base and to prioritize new techniques and applications. Finally, it needs to integrate itself into standard practices for organizations—ironically, true success may come when we stop talking about “behavioral insights” as a distinct idea.
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        Introducing Behavioral Insights

      
      The behavioral insights approach applies evidence about human behavior to practical problems. Behavioral insights can give a realistic account of how and why we act the way we do, allowing us to design or redesign policies, products, and services accordingly. The results of this approach have led to its adoption by governments, institutions, and businesses across the globe. This book explains the main principles of a behavioral insights approach, why it has proved so popular, and what it can achieve.

      Let’s start by discussing what is new about the approach: it offers a challenge to received wisdom about how decisions are made. Individuals, governments, and businesses often assume that our behavior is governed mostly by deliberate, considered reactions to the information and incentives we encounter. In this view, people take note of all relevant knowledge, carefully weigh up the costs and benefits of each available option, and make the choice that they think maximizes benefits to themselves (or those they care about).

      In contrast, the key “insight” of behavioral insights is that much of our behavior is nonconscious, habitual, and driven by cues in our environment or the way in which choices are presented. We are capable of making decisions in a considered, deliberate way, but this happens less often than we assume. Instead, our actions are guided by mental shortcuts or simple “rules of thumb”—for example, “do what everyone else is doing” or “take the middle option.” These shortcuts are often triggered automatically—outside our conscious awareness—by features of the choices or situations that we encounter.

      As a result, aspects of the context or the way a decision is presented may shape our behavior much more than we realize. Consider our eating behavior, which we use as an extended example throughout this first chapter. Since people use the presence of a salad as a shortcut for “healthy” when judging food options, adding a salad to a hamburger meal actually makes us think it has 12.6 percent fewer calories than the same meal with no salad.1 The amount we eat is influenced in similar ways. Doubling a serving size means people eat one-third more, on average,2 and the cues surrounding our food also matter: bigger food packages and larger serving utensils mean more food is eaten.3

      
        Much of our behavior is nonconscious, habitual, and driven by cues in our environment or the way in which choices are presented.

      

      While these automatic reactions take place outside our conscious awareness, often they have developed as efficient and powerful ways to accomplish our goals. Consider how much more difficult our lives would be if we had to focus deliberately on each element of tying our shoelaces every morning, or to carefully weigh up the pros and cons of absolutely every food purchase we ever made. This kind of “fast” thinking is what allows us to make thousands of successful judgments and decisions every day, without even realizing that we are doing so.

      Nevertheless, our lack of awareness also has costs: it means that we usually do not recognize the way these processes are shaping our behavior. In one study, more than half of people who had been deliberately served between 500 g and 1,000 g of macaroni and cheese for lunch (over the course of a month) failed to notice that their portions had varied at all.4 Even if we do notice such things, we often come up with alternative explanations for our behavior. For example, we may claim that we ate more than usual because we happened to be particularly hungry. But the same studies show that’s not true: portion sizes, not hunger, cause the increased eating.

      Whether we are examining food intake or any other kind of decision, the headline is this: if we do not understand our behavior accurately, then we are unlikely to adopt the best personal plans or public policies to achieve our goals. We will develop systems and strategies that depend on us pausing and deliberating when the evidence shows we will not. Behavioral insights can show us what is really driving our actions in these cases. In doing so, the approach provides explanations and predictions that guide us to more effective courses of action.

      Having discussed the “insights” part of our topic, we now want to explain the importance of focusing on “behavior.” We are interested in what people actually do; changes in stated attitudes, beliefs, and intentions are important, but they may not go along with changes in behavior.5 And we emphasize direct observation because of the problems with people reporting their own behavior. People often do not correctly remember what they have done and inaccurately predict what they are going to do. This may be partly driven by the desire to maintain a positive self-image. Even if they have such knowledge, they may tailor their reports to reflect what they think is socially desirable or what a researcher wants to hear.6

      For example, one national study asked adults to recall how much physical activity they had done over the previous month. A smaller group of those who responded also wore an accelerometer for the week following the survey. An accelerometer directly measures how much people move. When self-reporting, 39 percent of men and 29 percent of women said that they achieved the minimum recommended level of physical activity. But the data from the accelerometers showed that only 6 percent of men and 4 percent of women had done this in reality.7

      In a nutshell, the behavioral insights approach brings together evidence of how conscious deliberation interacts with nonconscious processes to shape behavior. But it also builds on this evidence to propose new solutions, as we show in the following.

      
        What Does the Behavioral Insights Approach Offer?

        To show how behavioral insights can suggest new ways of doing things, let’s stay with the topic of eating. Suppose policymakers decided that overeating was a problem that required action. In this situation, behavioral insights can enhance the main policy options available to governments and citizens: information (telling people about how to perform or avoid a behavior and why they should do so), incentives (changing the costs or benefits resulting from a behavior), and legislation (preventing or requiring certain behaviors by law). We give a brief tour of each of these areas.

        
          Information

          In general terms, the traditional approach to providing information about eating has been to tell people about what foods they should or should not be consuming. However, since many of our food choices are driven by habits and take place outside our conscious awareness, an improved understanding of the risks and benefits of certain foods may only have limited impact on behavior. In fact, providing information can backfire. For example, one study found that people were actually more likely to take a drug when several possible side effects were presented to them, as opposed to a single one, because of the way we perceive risks.8

          With these principles in mind, a behavioral insights approach might instead help people adopt new pragmatic “rules of thumb” that focus on creating new habits. For example, we can create simple plans to make it less likely that we are exposed to tempting food—like “if a waiter asks if I’d like to see the dessert menu, then I will ask for a coffee.”9 This kind of planning, which can end up creating new habits, has been shown to be effective across many studies.10 In other words, a behavioral insights approach would suggest that information should focus less on what people should eat and more on how they actually eat. Dietary guidance does not need to be abandoned; instead, there should be a shift toward how that guidance can be turned into action.

        
        
          Incentives

          Let’s turn to the next tool in the policy toolbox: incentives. In relation to food consumption, a lot of attention has focused on how taxes can be used to increase the price of unhealthy foods. The idea is to shift people’s purchases away from unhealthy foods—and potentially toward healthy ones—just as tax increases led to lower tobacco use. For example, Mexico, Chile, and various cities in the United States have introduced taxes on sugared drinks with this goal in mind.

          Trying to influence consumers’ purchases in this way is worth considering. But a behavioral insights approach suggests that taxation could be used in a different, and potentially more powerful, way: to incentivize reformulation. Studies show that serving meals with one-quarter fewer calories led people to reduce their energy intake by the same amount.11 In other words, people did not compensate by eating more food, nor did they feel less full than people who had consumed the full-calorie version. Therefore, reformulating foods to remove calories is a powerful way of addressing overeating. Consumers will not have to make an effort to change their behavior: they can buy the same products, but face fewer negative health effects.

          This goal to drive producers to reformulate products was at the heart of the UK’s sugared drink tax (Soft Drinks Industry Levy), announced in 2016. This policy had two features that showed that the main target was the behavior of producers, rather than consumers. First, the tax escalated according to sugar levels in the drink. Any drinks with less than 5 g of sugar per 100 ml were exempt from the tax; any drinks with more than 8 g of sugar per 100 ml were taxed at the highest rate; any drinks in the middle were taxed at a lower rate. The tiers were an important innovation. Previous attempts to introduce taxes on sugared drinks did not have tiers; they were just applied by volume: the larger the drink, the more tax that was applied. In contrast, creating tiers to the tax gave producers an incentive to reformulate their products, while the cost of doing so was reduced because the levels were set so that most existing products were not too far away from one of the thresholds. Second, the tax would not come into force for two years, giving producers the time needed to reformulate their products.

          The tax influenced the behavior of producers as expected. They quickly reformulated the content of both famous-name and own-brand drinks. In just three years, the amount of sugar sold per person from sodas fell by 30 percent, equating to nearly 5 g per person per day. This happened because the market changed: the total volume sales of drinks that were subject to the tax fell by 50 percent, while the sale of exempt low and zero-sugar drinks rose by 40 percent. The great majority of this change was due to reformulation, rather than consumers switching their choices.12 Thinking differently about behavior led to a policy where consumer inertia contributed to success, not failure, and where taxation was structured so that businesses were influenced to do the heavy lifting instead.
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            Figure 1

          
        
        
          Legislation

          Finally, we can see how behavioral insights can change the way we think about the laws governments make and how they enforce them. In terms of eating, a common proposal is to legally require food manufacturers and sellers to display nutrient information on packages and menus. Many of these laws specify the exact way that the information should be shown. A common option (adopted by the United States and the European Union) is to rely mostly or completely on displaying numbers, like calories. The idea is that people will keep track of their calorie consumption and make choices on that basis. But is this a realistic or optimal approach?

          Again, the evidence from behavioral science suggests not. Let’s put aside the problem that only a minority of people (39 percent of women and 24 percent of men in the UK, for example) know how many calories they should be consuming daily in the first place.13 The main issue is that people filter and process food information using rapid mental shortcuts. Numerical calorie information does not align with these shortcuts; instead, it relies on us deliberately weighing up the calories and adding them to an ongoing tally. Labeling that taps into fast, intuitive decision making appears to work better. For example, traffic-light labeling uses a simple color system that can be interpreted at a glance, without conscious engagement. Several studies have shown that traffic lights have a bigger impact on food choices than simple calorie counts, which often do not appear to have any effect.14 The German government has announced that it will introduce a single traffic-light system for nutrition labeling (“Nutriscore”) that uses these principles.

          The main point underlying these examples is: make sure that policies or programs are informed by the best evidence about what influences behavior. If you are going to introduce a law, understand the option that is most likely to change behavior. If you are introducing incentives, set their timing, size, structure, and conditions to maximize their effect. When creating an information campaign, take into account how we notice and process information. In general, ensure that you have a realistic understanding of what does and will influence behavior, and why.

        
      
      
        Behavioral Insights as a Lens

        The behavioral insights approach is perhaps best understood as a lens through which we see policies, programs, and services—and that enables us to introduce new options, enhance existing ones, and reassess current activity.

        The new options offered by behavioral insights have tended to attract the most attention. As the case of food consumption shows, the evidence may have surprising implications that cut against our assumptions and open up new ideas. As discussed later, many of these ideas may deal with the way that choices are structured—what has been called “choice architecture.”15 For example, many people display a “compromise effect,” whereby they use a mental shortcut of “go for the middle option.”16 Awareness of this compromise effect may reveal new approaches. Studies have shown that soft-drink consumption can be reduced by removing the largest cup size on offer and adding a smaller one at the bottom of the scale, since people often choose the middle option, regardless of its size.17 And thinking more carefully about the order in which options are presented offers another new opportunity. For example, sales of a sugared soft drink declined when it was moved from first to third in the list of options in electronic touchscreen kiosks in 622 McDonald’s restaurants.18

        However, the behavioral insights approach does not just offer new tools. Using it as a lens can also, for example, reveal how existing actions may be creating unintended and undesirable behaviors; it could highlight the biases that affect policymakers themselves; it could show the flawed assumptions about behavior in a proposed rule and show how it can be changed; or it could show that the best solution may not be attempting to change behavior at all, but rather redesigning services around what is already occurring.

        This point is worth stressing because it counters some misperceptions about the true scope and value of behavioral insights. One is that the behavioral insights approach is just an alternative to more traditional instruments like information, taxation, or legislation—and has nothing to say about these options. As just shown, behavioral insights can provide recommendations about how these approaches should be put into practice that can make the difference between success and failure. Another misperception is that the approach just deals with tweaks or incremental changes—or that it is focused solely on individuals’ decisions. As shown earlier, this approach can be used to completely rethink and redesign systems or policies like sugared drink taxation. A final misperception is to see the behavioral insights approach just as an optional extra “tool” that policymakers can use (or not) if they feel like it. But since most government policies are concerned with influencing behavior (from murder laws to sex education), behavioral insights will have something to say about most policies.

        Figure 2 brings these concepts together by showing the wide possible “field” in which behavioral insights can be applied. Along the bottom axis we give the simplified set of activities we mentioned earlier: information, incentives, and regulation. Along the side axis we have two basic ways that behavioral insights can be used: tactically, to make changes to the way in which a policy is implemented, and strategically, to structure the fundamental aspects of the policy itself. We populate the resulting space with some examples to show the different possible applications.
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          Figure 2

        
      
      
        The Behavioral Insights Approach Is Practical and Empirical

        We have outlined the evidence underpinning behavioral insights and discussed how that evidence could open up new perspectives. But that potential is realized only if the evidence is complemented by the other two aspects of the behavioral insights approach: it is also practical and empirical.
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          Figure 3

        
        By practical, we mean there is a focus on finding specific solutions to problems that individuals, organizations, or governments consider to be important. In chapter 4 we detail a process for applying behavioral insights. This process begins by identifying the relevant behaviors that need to start, stop, continue, or change, before developing an understanding of the barriers and enablers to these behaviors. Once the nature of the issue has been diagnosed, there is a process of designing concrete proposals to influence the relevant behaviors.

        Although this activity will be guided by a nuanced understanding of the academic literature, and will attempt to apply existing findings faithfully, its main concern is pragmatic. How can we develop a realistic plan that will be sensitive to the demands of people tasked with delivering services, or that will not make infeasible demands on the individuals using them? How can we build something that is resilient to the pressures it will experience?

        Similarly, the behavioral insights approach focuses on the details of exactly how any new proposal will be realized in practice. Since individuals are highly responsive to how choices are presented, whether a behavior occurs may depend on the particular choice of words in a message, or the precise number of steps required to complete an action. Some of the most well-known examples of behavioral insights are of this kind, and their popularity has led some observers to claim that a behavioral insights approach just ends up tweaking existing practices. But, as already noted, the contribution of behavioral insights extends much further.

        The final feature of the behavioral insights approach is that it is empirical. There is a strong emphasis on gathering evidence to determine the effect of any intervention informed by behavioral science. Some of this drive to evaluate follows on directly from the arguments just made about how people are affected by features of presentation and context—that is, how things are realized in practice. Although we can use behavioral science to make general predictions about how people will react, human behavior is complex: Many factors may influence a particular decision. Even if we are relying on apparently strong evidence, features of an intervention (presentation, timing) will need to be adapted to fit the new context. We cannot be sure that some combination of word or images won’t backfire in ways we had not anticipated. And the fact that unexpected results have emerged often breeds a streak of skepticism and humility about how much we still do not know about human behavior.

        Such skepticism and humility mean that the behavioral insights approach prioritizes randomized controlled trials (RCTs) that measure behavioral outcomes in real-world settings. We have already discussed why there is a focus on influencing behavior, rather than attitudes or beliefs. We explain RCTs in more detail later, but their core principle is that using random chance (like the throw of a die) to divide people into groups means that these groups have similar characteristics on average—similar age, wealth, location, attitudes, and so on. This similarity means that we would expect the two groups to behave alike if just left alone. Therefore, if we introduce an intervention to just one of the groups, we can say that any changes in that group’s behavior are due to the intervention—rather than to any other cause. Running an RCT is the standard method for working out whether medicines are effective: one group is given the trial medicine, while the other is given a sugar pill (a placebo).

        In addition, it’s worth explaining why the focus on real-world settings is important. Many randomized controlled trials that measure behavior take place in laboratories. Laboratories are very useful because they create conditions that allow interventions to be executed cleanly and permit results to be measured precisely. But these conditions may also mean that people act differently from how they do in the real world.19 For example, experiments that try to understand tax compliance often create artificial game-like situations, played for much lower stakes, under close observation, using student populations with no experience of paying taxes.20 Since the focus of behavioral insights is on real-world problems, there has been a strong desire to check whether results created in laboratories hold true in these settings. As a result, the behavioral insights approach does not just consume and apply research; it also attempts to create new knowledge of “what works” in practice.

        There is a caveat, however: it may not always be possible to run an evaluation that features randomization, real-world settings, and direct measures of behavior. If we are introducing a policy that deals with national-level systems (e.g., the UK’s sugared drinks tax), then randomization is not possible. If we are dealing with behaviors that are very difficult to observe (e.g., intimate partner violence), then direct measures of behavior may be challenging. Sometimes there may be ethical barriers to running experiments in real-world settings, and simulated ones are the next best option. In other words, not every behavioral insights project is evaluated using an RCT—and not everything that is evaluated using an RCT falls under the umbrella of behavioral insights. But there should always be a drive to ask: “How sure are we that this will work? How can we test what impact we may be having?”

      
      
        The Impact of Behavioral Insights

        We have introduced the core features of behavioral insights: a concern with practical problems; the application of evidence about human behavior to create new potential solutions to these problems; and the use of experimentation to evaluate the impact of these solutions on behavior. Our one-sentence definition is: The behavioral insights approach uses evidence of the conscious and nonconscious drivers of human behavior to address practical issues.

        This approach has proved to be attractive and powerful. In just eight years, ten million more employees have started saving for a UK workplace pension, and private-sector coverage has gone from 42 percent to 85 percent, simply because the default option was changed to automatic enrollment.21 Around the world, health systems are finding that giving social norm feedback to doctors can help reduce unnecessary antibiotic prescribing, helping to preserve this vital resource for future generations.22 And a series of studies has shown that simple, low-cost text messages sent to parents and students can improve student attendance and achievement.23

        Much more can be done, of course, as we explain later. But this impact has attracted considerable attention. Since the term “behavioral insights” was coined by the UK government’s Behavioural Insights Team in 2010, the approach has (in the words of the Organisation for Economic Co-operation and Development, or OECD) “taken root in many ways across many countries around the world and across a wide range of sectors and policy areas.”24 Dedicated teams have been created in the governments of countries such as the United States, India, France, Japan, Qatar, Chile, Canada, the Netherlands, Singapore, Australia, Germany, and many more. The World Bank, the European Commission, the United Nations, and the OECD have joined them. Some of the world’s largest companies—like Google, Walmart, and Swiss Re—have created their own in-house units to provide behavioral insights. Other organizations, networks, centers, events, books, and academic journals have grown up to apply, develop, and debate the approach. Some of the ideas have also been adopted by individuals to better achieve their own goals. In the next chapter we explore how all this happened.

        
          The behavioral insights approach uses evidence of the conscious and nonconscious drivers of human behavior to address practical issues.
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        The History and Thought behind Behavioral Insights

      
      Many of the concepts we are discussing have a long lineage, even if they appear to be new. Twenty-four centuries ago, Plato’s dialogues gave several examples of how our perceptions are dependent on context, which we would now express in the language of “framing.” Francis Bacon’s 1620 work Novum Organum gives a great account of “confirmation bias” in the lines “once a human intellect has adopted an opinion . . . it draws everything else in to confirm and support it.” In Mansfield Park, Jane Austen documents the “mere exposure effect” in the observation that the Bertram sisters come to find the initially “plain” Henry Crawford more attractive at each visit.1

      We want to acknowledge this history because we can only offer a very brief account of it. We pull out three strands of Western thought that are essential for understanding behavioral insights. First, we explain the evolution of “behavioral economics.” Then, we outline the most relevant contributions from psychology. The final strand considers changes in the way governments think about the behaviors of those they govern. We then bring these strands together to show how the field of behavioral insights itself has developed and spread in the last fifteen years. While many of the ideas have old origins, the way they are now being combined and applied is something new.

      
        The Evolution of Behavioral Economics

        The Enlightenment of the eighteenth century foregrounded human reason as a powerful force for knowledge and progress. As part of this general change, some thinkers began to examine how individuals can use their powers of reason to achieve their goals. In this vein, the philosopher Jeremy Bentham developed the core idea of trying to maximize “utility,” which he broadly saw as someone’s benefit, well-being, or pleasure. By 1836, John Stuart Mill had expressed an “arbitrary definition of man, as a being who inevitably does that by which he may obtain the greatest amount of necessaries, conveniences, and luxuries, with the smallest quantity of labour and physical self-denial with which they can be obtained.”2 Of course, achieving one’s own goals may be in conflict with those of other people, or society as a whole.3 Contemporaries of Mill who were critical of this definition labeled the person it depicts as “homo economicus,” or “economic man.”4

        As the field of economics developed in the late nineteenth and early twentieth centuries, scholars began to flesh out the idea of homo economicus into a coherent theory of behavior. The main principles of this “rational choice theory” are that we have coherent and stable preferences, we consider the full range of information relevant to a decision, and we use that information to calculate the option that best fulfills our preferences.5 Economists always recognized that this approach did not capture the full range of human action, but rather that it was a simplified account that produced useful predictions and analyses. However, as their focus shifted to building sophisticated mathematical models based on the theory’s core elements, less attention was paid to broader factors influencing behavior (such as the role of sympathy, which had been emphasized by earlier economists like Adam Smith).

        Herbert Simon did not follow this path. Simon was a polymath who made groundbreaking contributions to organizational behavior, computer science, psychology, and economics. The way humans make decisions is a common thread throughout his work. In contrast to rational choice theory, Simon proposed bounded rationality.6 Bounded rationality states that instead of a comprehensive search for the option that offers maximum benefits, people “satisfice”: They use mental shortcuts and rules of thumb (or “heuristics”) to find and select an option that is satisfactory, rather than optimal.

        For example, consider someone who has to choose between two restaurants to dine in. From the perspective of rational choice theory, the optimal strategy would be to gather and analyze all available information on the price of food, its quality, the ambience, and other relevant factors at each establishment. In contrast, someone who is satisficing might use the heuristic that “the busier restaurant is probably better,” combined with a quick look to check that the prices are acceptable, on the basis that that will probably produce a good enough decision. People satisfice because they have limited cognitive resources and have to make decisions quickly in complex environments.

        The restaurant choice example illustrates Simon’s view that satisficing is generally a useful strategy and fares well compared to optimizing. Clearly, this view cuts against the main tenets of rational choice theory. However, despite winning a Nobel Prize in Economics, Simon had little impact on the economics profession.7 Bounded rationality was seen as something that was true, perhaps inconvenient, but ultimately not sufficiently important to offer a fundamental challenge.

        That challenge was to come a little later. In the early 1970s, the psychologists Daniel Kahneman and Amos Tversky began to run experiments that tested how far people’s decisions actually matched the predictions of rational choice theory. These experiments were entertaining, memorable, and easy to understand (see the brief account of “lingering colonoscopies” in the next chapter). They also showed that people’s actual judgments and decisions deviated from those of homo economicus because heuristics and “biases” influenced their choices.8 Perhaps most importantly, they claimed that these deviations were systematic and therefore could be predicted and incorporated into economists’ models.

        We do not cover the specific examples and insights from Kahneman and Tversky’s work in depth, since there are many good accounts out there already—not least by Daniel Kahneman himself in his best-selling book Thinking, Fast and Slow.9 One of the simpler experiments concerns how we bring information to mind. Kahneman and Tversky selected five consonants (K, L, N, R, V), all of which appear more often as the third letter of a word than as the first letter of a word. They then showed each of these consonants to people and asked them: Is this letter more likely to appear as the first or third letter in a word?

        Participants generally thought that these letters were more likely to be in the first position than in the third. On average, they thought the letters came up twice as much in the first position (e.g., “lion”) than in the third (e.g., “milk”).10 This is despite the fact that, in reality, they were all more likely to be the third letter. The explanation for this result is simple: it is easier to think of words that begin with a particular letter than ones that have a particular letter buried in them. This observation then gets filtered through a mental shortcut: the easier it is to think of something, the more common that something must be.

        Kahneman and Tversky called this the “availability heuristic,” on the basis that certain ideas are more “available” to our mind than others. This is what is happening when people are concerned about air travel because they can easily bring to mind images of horrific crashes, when the objective risks from flying are much lower than other options. Of course, homo economicus should not let such things influence her choices. She should be assessing all the relevant information, regardless of how easily it comes to mind.

        Kahneman and Tversky present many other examples of how rational choice theory does not capture real decisions. When assessing risks, decision makers are meant to weigh the chance of gains against the chance of losses to see whether the net result is likely to be positive (known as “expected utility theory”). In fact, potential losses weigh much more heavily in such a decision than potential gains—Tversky and Kahneman claim that in order for someone to agree to a gamble, the amount they could win needs to be about twice as much as the amount they could lose.

        In the right circumstances, we are even influenced by whether the description of a choice emphasizes gains or losses. For example, Tversky coauthored a study showing that 84 percent of doctors chose surgery over radiation if they were told that “The one-month survival rate [for this surgery] is 90 percent,” but only 50 percent did so if they were told that “There is a 10 percent mortality in the first month.” The two statements communicate the same information, but one frames the choice in terms of gains, and the other in terms of losses.11

        Although this research has similarities to Herbert Simon’s work (e.g., the importance of mental shortcuts), it was presented rather differently. Kahneman and Tversky framed the results in terms of errors or divergence from homo economicus, published their work in economics journals, and provided quantitative estimates of the impact of their findings. Even so, it is not clear how much their work would have truly influenced economics without some effective advocates from within the discipline itself. Fortunately, they had these.

        Richard Thaler had encountered their findings in 1976, and immediately saw their relevance to a set of his own observations that were puzzling from the standpoint of rational choice theory. Thaler embarked on several collaborations with the two psychologists, as well as developing his own concepts, which began to offer alternative explanations for economic behavior. His high-profile series of articles on “anomalies” began to recruit a critical mass of researchers, who started to come together, attract the support of influential institutions, and create a new generation of researchers—who, in turn, developed more sophisticated accounts of what began to be called “behavioral economics.”

        This label reflects the empirical focus on how people actually behave, rather than on how rational choice theories predict they should. One quick final example captures the essence of the field: Thaler’s concept of “mental accounting,” which concerns how people categorize and keep track of money. One of the principles of homo economicus is that she treats money as “fungible”: it can easily be moved to pay for any goods or services; funds are not attached to any particular purpose. Money is money. In reality, people do assign pots of money to certain uses (e.g., “the rent money”) and do not like to move money between those pots.

        A good example concerns the way people pay for car fuel in the United States. In the United States, gasoline is sold in three varieties of increasing price and quality. In 2008, the price of gasoline fell by around 50 percent. This meant that people had more disposable income and, in line with rational choice theory, could spend that money however they wanted to—chocolate bars, cigarettes, pet food, whatever. But economists who studied real transaction data found that people were actually shifting toward getting the more expensive kind of gasoline instead.12 Since they had a mental budget of, say, $50 for gasoline, and had room within that budget, they filled it up. Importantly, purchases of other items like milk and orange juice at the same stores were not affected: people did not buy more expensive brands of these products with their additional income, only gasoline. Of course, it could be that premium gasoline is exactly what people really want to spend their extra money on. But in general, having more income produces only a very small shift toward buying premium.

        
          Behavioral economics has an empirical focus on how people actually behave, rather than on how rational choice theories predict they should.

        

        We are not saying that mental accounts are unwise or unhelpful as such—they can be, but equally they can be the opposite. Governments may want to help people to create mental accounts that help them fulfill their goals (like saving for college) or provide safety nets in the case of turmoil. Instead, the main point is that the importance of mental accounting needs to be recognized—if it is ignored or dismissed as irrelevant, then policies and plans are likely to go astray.

        Behavioral economics has been particularly concerned with these kinds of individual-level decisions—but not exclusively so. For example, it has offered new things to say about how and why John Maynard Keynes’s “animal spirits” (1936) cause markets to show unexpected and erratic behaviors, like bubbles, panics, and crashes.13 And the field developed in other ways as well. One trend was a move to greater experimentation in real-world settings, partly to see whether biases would disappear if people had “skin in the game”—the answer was “no.”14 Another was the trend toward applying these ideas to policy problems, whether they were increasing organ donation rates15 or helping people save for their retirement.16 But at this point we need to pause, and return to this trend once we have explored a different history that bends toward a similar point.

      
      
        The Path toward Dual-Process Theories

        So far, we have explored how the Enlightenment foregrounded the power of conscious human reasoning. Other thinkers, however, were interested in the aspects of human conduct that seemed to evade consciousness. Already in 1890, one of the “founding fathers” of psychology, William James, was emphasizing just how much power habitual and automatic processes exert over our behavior and concluding that this ability to do complex things without thinking was fundamentally helpful:

        
          The more of the details of our daily life we can hand over to the effortless custody of automatism, the more our higher powers of mind will be set free for their own proper work. There is no more miserable human being than one in whom nothing is habitual but indecision, and for whom the lighting of every cigar, the drinking of every cup, the time of rising and going to bed every day, and the beginning of every bit of work, are subjects of express volitional deliberation. Full half the time of such a man goes to the deciding, or regretting, of matters which ought to be so ingrained in him as practically not to exist for his consciousness at all.17

        

        Around the same time, Wilhelm Wundt (who built the first psychology lab in 1879) was proposing a distinction between voluntary and involuntary action, with the first being “slow, effortful and conscious,” while the second “requires little effort and operates beyond conscious control.”18 You will recognize that what James and Wundt were proposing is quite similar to the behavioral insights principles in chapter 1. However, it would be another hundred years before psychologists started to agree on the relative roles of automatic and reflective drivers of behavior, and how they interact. This hundred-year jump skips over many events (including the rise and fall of “behaviorism” in the mid-twentieth century) and lands us at about the time that Kahneman and Tversky started to run their experiments in the 1970s.

        At this point, many theories of behavior were based on the principle that people’s attitudes, motivations, and intentions strongly determined their actions. The fact that one of the most popular was called the “theory of reasoned action” perhaps backs up our point. However, from this point on, psychologists and neuroscientists began to produce increasing amounts of empirical evidence for the importance of nonconscious drivers of behavior.19 Kahneman and Tversky’s experiments on mental shortcuts were part of this trend, but far from the whole story. Another high-profile example was the work of the social psychologist Robert Cialdini. His popular book Influence (1984) showed how examples of everyday persuasion (say, by salespeople or businesses) could be explained by people’s unthinking response to certain kinds of situations or requests. This accumulating evidence led many psychologists to converge on dual-process theories to explain behavior.20

        The essence of the dual-process perspective is that humans have two main ways of thinking that influence our behavior.21 One is controlled, slow, deliberative, reflective, and self-aware. It requires focused effort from us—and therefore we may have limited capacity or inclination to make decisions this way. This is the process that is taking place when we are planning an unfamiliar journey or learning a foreign language. In the preceding quote, William James called it “express volitional deliberation”; we call it the Reflective System.

        The other process is uncontrolled, fast, intuitive, and unconscious. Since it occurs outside our awareness, it also requires little to no effort from us, and therefore we can make many decisions this way without fatigue. This is the process at play when we are taking our daily commute, speaking our native language, or performing a habitual action. In fact, it includes instinctive reactions that we may not closely with associate with the term “thinking” as such, like judging the speed of an oncoming vehicle or flinching when a plane hits turbulence. William Wundt called it “involuntary action”; we call it the Automatic System.

        
          Humans have two main ways of thinking that influence our behavior. One is controlled, slow, deliberative, reflective, and self-aware. The other is uncontrolled, fast, intuitive, and unconscious.

        

        Both these systems interact to produce our behavior, but a broad trend has been the growing recognition of the power of the Automatic System. However, psychology has viewed this trend very differently from economics. While economics has viewed the Automatic System in terms of deviations from “rational” decision making, many psychologists see the language of “bias” as flawed because they do not have an agreed standard model from which to deviate. Many of them stress that the Automatic System often produces better results. In fact, these differences have been the source of major debate.

        Some researchers, led by the psychologist Gerd Gigerenzer, have claimed that the behavioral economics perspective is flawed because of its apparent focus on identifying and correcting biases. In their view, this focus denigrates people’s ability to make good decisions. Instead they stress the power of heuristics and say that the key factor is whether such heuristics are well matched to the decision-making environment—in other words, whether there is “ecological rationality.”22 The best course of action for those trying to improve decision making is therefore to educate people on how to use heuristics effectively. The idea is that governments could help to “boost” people’s ability to use the Automatic System, rather than just working round it.23 In contrast, Daniel Kahneman is pessimistic about this kind of approach, precisely because we are not aware of when our Automatic System is guiding us.

        The strength of a behavioral insights approach is that it can incorporate both perspectives. Sometimes the best option will be to design a policy that taps into the Automatic System to guide people toward particular options; at other times, it will be more effective to help people develop effective rules of thumb, like the food education examples in chapter 1. From the perspective of behavioral insights, the strength of evidence should inform which approach is taken—or how the options should be combined, since they are not mutually exclusive. This pragmatic and evidence-based nature of the behavioral insights approach is one of the reasons it has proven attractive to governments, as the last strand of our history makes clear.

      
      
        A Shift in How Governments Think about Behavior

        Governments have always tried to understand and influence the behavior of those they govern, even if the role of the state has been the subject of fierce debate. In the seventeenth century, for example, Thomas Hobbes’s landmark Leviathan tried to apply scientific principles to analyze how people interact in society, and to build an effective government based on the conclusions. As time went on, governments began to demand more sophisticated ways of understanding and addressing societal problems. In response, the twentieth century saw economists emerge as “technical experts whose advice is essential to decision making,” and economics as the dominant mode of policy analysis.24

        One reason for this change was that rational choice theory provided a clear process for understanding why people behaved as they did—and predicting how they were likely to act in response to government action. In other words, it helps governments get a grip on a problem. Take crime, for instance. If governments have only finite resources, how should they best use these to ensure levels of crime that voters find acceptable? In 1968, the economist Gary Becker said that the answer to this question was to “dispense with special theories of . . . [criminals’] psychological inadequacies” and instead “simply extend the economist’s usual analysis of choice.”25 In other words, apply the principles of rational choice theory: people commit crimes if the benefits, as they see them, exceed the costs. Those costs can be summed up as the chance of being caught multiplied by the punishment given to someone who is caught.

        The best government policies should therefore find the cheapest ways of increasing the costs to potential criminals. This basic insight can provide policymakers with a path to start generating policies. For example, one way of increasing the perceived chance of being caught may be to improve street lighting, so crimes become more visible. A recent real-world experiment tested this approach by randomly assigning public housing developments in New York City to receive streetlights or not. Increased visibility did seem to influence behavior. The researchers found that the streetlights led to at least a 36 percent reduction in nighttime outdoor “index crimes,” which include offenses such as murder, robbery, and assault.26 Policymakers can then conduct a “cost–benefit analysis” to determine whether this kind of result justifies the cost of providing the street lighting.

        Finally, at a higher level, an economic perspective can provide a general framework to decide whether and when government should act at all. The rational actor model suggests that government intervention may be needed if there are “market failures,” which can include monopolies (where too much power is concentrated in one market player), asymmetries of information (where one party in a transaction knows more than the other), or negative externalities (where an activity imposes costs on people outside the transaction, or on society at large—pollution being the best example). If these market failures occur, then the economic model also offers proposals for how governments respond, such as providing information to reduce asymmetries, taxation to redistribute wealth or to discourage actions with negative externalities, and regulation of activities if their social costs are seen to be too great.

        Psychology found it hard to compete with this offer. It could not provide the same generally accepted, wide-ranging framework that produced clear results for policymakers. The US president had no Council of Psychological Advisers to sit alongside the Council of Economic Advisers set up in 1946, and most of the time, the people making policy followed Becker’s advice to “dispense with” the theories of psychologists.

        Of course, it’s clearly not true that psychologists had zero input to policymaking, particularly for areas like transport, health, and the environment. For example, from the 1960s onward, many countries found that the traditional rational choice model was not helpful for increasing seatbelt usage, and instead drew on concepts from behavioral science, such as overconfidence and the importance of default settings, in order to gain results.27 The practice of “social marketing” tried to improve societal outcomes by using social science to identify drivers of behavior that were not captured well in economic models. While social marketing saw popularity from the 1980s onward, it has usually occupied the secondary position of marketing a policy that has already been decided—by policymakers listening to economists.

        However, this situation has started to change over the last fifteen or so years. Governments and policymakers have started to take a much greater interest in psychology and the behavioral sciences.28 There are two main reasons for this shift: the first related to higher demand, and the second to an improved supply.

        In terms of demand, there was a growing concern that the rational choice approach may have shortcomings. In some cases, policymakers were realizing that people were not behaving in line with the predictions of economic models. Take tax compliance. The main economic model for understanding tax compliance is based directly on Gary Becker’s analysis of crime, already mentioned. In this model, the only factors that influence someone’s tax behavior are the probability of audit, the size of fine or severity of punishment, tax rates, and income. The problem was that policymakers were getting data that did not seem to be in line with the model’s predictions—other factors seemed to influence compliance as well. By 2007, one commentator could state that “empirical research consistently shows that the rational model is not working as neoclassical economists had intended.”29 In response, tax authorities have focused more on treating taxpayers like customers who need clear information, respect, and a competent service.

        Policymakers may have paid particular attention to this kind of emerging data because the twenty-first century also saw renewed interest in evidence-based policymaking. Such an approach claims to be less interested in ideology, theory, or academic disciplines, since it is focused instead on finding out “What Works.”30 Therefore, if economic models no longer provide reliable predictions of what will work, policymakers may have been more willing to start looking around for better alternatives. The financial crisis of 2008 provided additional impetus. It showed that the existing economic approach to regulation had clearly failed, and organizations had behaved more in line with the updated “animal spirits” approach that behavioral economists had been developing. Moreover, in many countries it led to increased pressure on public finances that prompted policymakers to look for new approaches—ideally, inexpensive ones.

        When they turned their eyes to other options, behavioral economics seemed an appealing prospect. As already noted, behavioral economics retained the familiar rational choice framework, but integrated new psychological findings as well (as deviations from that framework). Policymakers saw this as offering reliable explanations for some of the problems they had encountered, plus new tools for making better predictions in the future. At this point, behavioral economics may have seemed like a relatively unthreatening technical upgrade. Plus, as we are about to see, it also had some gifted advocates who could emphasize what was new, exciting, and intriguing about the approach.

        So, at around the mid-2000s, our three strands of history come together: the rise of behavioral economics, the convergence on dual-process theories in psychology, and the growth of government interest in new accounts of human behavior. These created the conditions for the birth of behavioral insights.

      
      
        Nudge

        At this promising point, Richard Thaler teamed up with the eminent legal scholar Cass Sunstein to develop a practical proposal for how governments could apply the evidence we have discussed so far. The result was the book Nudge, published in 2008. Thaler and Sunstein’s basic argument was elegant and ingenious. People often use their Automatic System, which means their behavior deviates from rational choice theory. As the authors put it, we are “Humans not Econs.” However, these deviations are predictable, and therefore policymakers can—and should—plan for them.

        The first step is to understand how apparently unimportant features of the way choices are presented (the “choice architecture”) can have a big influence on our decisions, since these features can trigger our mental shortcuts in response. Then, policymakers should design this “choice architecture” so that the Automatic System is likely to respond by preferring options that leave the person better off, as judged by that person. Crucially, persons are not forced to take this option; they should be free to choose a different option, if they want to. In other words, they are gently “nudged” toward one option or set of options, rather than being compelled to take them. Thaler and Sunstein are quite clear that a nudge must (a) not forbid any options; (b) not significantly change someone’s economic incentives (e.g., by introducing substantive taxes or fines); and (c) be easy to avoid (i.e., should not impose other kinds of costs on a chooser). As they say: “Putting the fruit at eye level counts as a nudge. Banning junk food does not.”

        This food choice quote gives a flavor of the way the book is written—it is wry, punchy, conversational, and often irreverent. The first section presents a series of intriguing illusions and cognitive foibles and then explains why they occur. The following sections present examples of how these lessons could change the way we think about a range of problems concerning “health, wealth, and happiness.” People are not saving enough for retirement? Change the default setting so that people are automatically enrolled into employer pension plans, rather than having to apply—and get them to commit to increasing their contribution rates when they get a pay raise in the future. Domestic energy use is increasing? Provide rapid feedback to consumers on how much energy they are using, and help them compare their usage with that of others.

        Thaler and Sunstein were not just good at presentation; they also made smart choices when developing the concept of a nudge itself. Perhaps the most obvious is that nudging was carefully constructed to appeal to both the left and right of the political spectrum. In fact, Thaler and Sunstein came up with a new phrase to reflect this balance: “libertarian paternalism.”31 Nudging is paternalistic since it identifies a “best” choice (albeit to fulfill goals that individuals set themselves) and attempts to guide people toward that option. But it is libertarian because it does not remove options and acts gently: If people have a strong desire to choose differently, they can do so. In the eyes of the authors, this meant that nudging represented a “real third way” between left and right.

        Other aspects of nudging proved persuasive as well. One argument that Thaler and Sunstein made forcefully is that there is no neutral design. Policymakers always have to make a decision about which options to present first, or to set what happens if someone does not make a choice at all. In other words, they are already “choice architects.” In a cafeteria, there will always be some items that are more prominent than others, and therefore more likely to be chosen. Why let this positioning be determined simply by chance or custom? The logical conclusion is that everyone is in the business of nudging, whether they like it or not, and therefore they need to be aware of what they are doing.

        Nudging also had the advantage of seeming to be cheap. Because it often focused on how an existing set of choices was arranged, there was the potential to achieve meaningful changes without major program spending. You just had to redesign an existing form or change the timing of an incentive (although, in truth, even these kinds of changes usually involve some kind of cost). As just noted, after 2008 this was music to the ears of cash-strapped policymakers.

        However, stressing that nudges are cheap may also invite criticism that they can only scratch the surface of big issues. Since economic incentives and changes to legislation were off the table, how could nudging do enough heavy lifting to tackle ingrained societal problems? Thaler and Sunstein forestalled some of this criticism by tempering their claims. They do not claim that the nudges they propose are complete solutions to each problem they present. Instead, these are unexplored avenues that can bring tangible improvements at low cost. And Thaler and Sunstein freely admit that sometimes a nudge will not be enough.

        The authors’ efforts to make their ideas accessible, relevant, and acceptable paid off. The combination of accessible psychological insights and crunchy policy ideas tapped into the growing desire for alternatives to standard economic models. The result was that Nudge went on to sell more than 750,000 copies and was widely discussed in policy circles, where Thaler and Sunstein proved themselves persuasive advocates. Indeed, in 2009 Sunstein himself entered government as the head of the US Office of Information and Regulatory Affairs (OIRA), which focuses on regulation. Sunstein’s mission was to apply behavioral economics to both increase the effectiveness of regulation and reduce the burdens it imposed.32

        The high profile won by Nudge brought criticism as well, with the main charges being that nudging was manipulative, infantilizing, limited, overly individualistic, or based on inadequate evidence. We discuss these criticisms later. Another consequence was that nudging became fixed in many people’s minds as the only way of applying behavioral science to policy, meaning that other approaches struggled to get traction. And despite the massive success, many policymakers still felt unsure about exactly how to apply these ideas in practice—there was a need for a more fleshed-out process that could be integrated into existing ways of doing things. We now explain how a set of developments in the UK came to answer that need and, in doing so, created a new approach for applying behavioral science to policy: behavioral insights.

      
      
        MINDSPACE

        Officials in the UK had shown a strong and growing interest in the behavioral sciences since at least the mid-1990s.33 For example, in 2004 the Prime Minister’s Strategy Unit published the report Personal Responsibility and Changing Behaviour, which discussed how many of the ideas we have just set out could be relevant to policy problems.34 However, this report ran into trouble when a short speculative section on food pricing was turned into a front-page newspaper headline proclaiming “PM’s Strategy Unit proposes fat tax.”35 A swift denial and rebuttal from the then Prime Minister meant that caution surrounded the application of behavioral science to policy for some years.

        By 2009, after Nudge, there was renewed interest in returning to the topic, supported by the Head of the Civil Service, Gus O’Donnell. That year, the Labour government commissioned the think tank The Institute for Government to produce an official report on how behavioral science could be applied in practice. The team assembled for this task consisted of David Halpern (the lead author of the 2004 report), Paul Dolan (an economist), Ivo Vlaev (a cognitive psychologist), Dominic King (a surgeon working on behavioral economics), and one of us (Michael, then a senior researcher at the institute).

        The report was to communicate the true scope of opportunity, in a way that compelled busy people to take the time to read it, and to feature real examples of credible policies informed by behavioral science. At its heart would be a simple mnemonic to help people remember the core points—and developing that mnemonic proved to be the central challenge. We had to identify the most reliable effects from behavioral science, while keeping the list short enough so it could be remembered easily. We were fortunate to identify the possibility of using the word “mind” early on. After much tweaking, this became MINDSPACE—with every letter standing for an effect that has a substantive influence on behavior (see figure 4).36

        It is worth noting that MINDSPACE was not intended to be a comprehensively exhaustive, mutually exclusive academic framework. For example, some of these concepts focus on mental processes (salience, affect), while others focus more on ways of influencing those processes (defaults, incentives). But we were comfortable with making this trade-off because our main focus was on practical application, where these distinctions were less important. At the very least, we wanted busy policymakers to use MINDSPACE as a checklist to ensure they had taken these important factors into account.

        MINDSPACE proved to be influential, being described later as “the intellectual foundation for the approach that was subsequently adopted [in the UK and elsewhere]”37 and “of programmatic influence.”38 And, although this was not its main purpose, it also made an impact on academia itself, being cited more than a thousand times since its publication. Some of this impact was probably due to the report’s accessibility and innovative use of a mnemonic. But MINDSPACE also proved resilient because it recommended that behavioral science should have a wider role in policy than that set out in Nudge.
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          Figure 4

        
        In strict terms, libertarian paternalism was only meant to help individuals fulfill their own goals. But what does it have to say about those instances where someone’s goals harm others or society—with crime being the obvious example? Nudging also eschewed ruling out options or changing incentives—but what did that take off the table? MINDSPACE addressed both those issues by considering the full range of policies and the full range of policy levers and arguing for the “integration of cultural, regulatory and individual change.” Behavioral science should help officials understand the “behavioral dimension” of their policies and actions, rather than just focusing on new interventions. In this way, the report laid the foundations for the wider behavioral insights approach, which found its first expression when the Behavioural Insights Team was created six months later.

      
      
        The Behavioural Insights Team

        It was not just the UK’s bureaucracy or the ruling Labour Party who were becoming interested in the potential of behavioral science. True to Nudge’s unifying promise, the Conservative Party also became interested in the concept while in opposition, and Richard Thaler advised the party in the period before the 2010 UK general election.39 In particular, the idea of nudging chimed with the desire by the center-right party to avoid legislation and instead use “insights from social psychology and behavioural economics to achieve our policy goals in a less burdensome and intrusive way.”40 When the party won power in 2010, this goal was included in the official Coalition Agreement that set the five-year agenda for the new administration.

        During this period, the idea developed of creating a dedicated resource, in the center of government, to apply these concepts in a consistent, focused way. The result was the Behavioural Insights Team (BIT), a small team created as part of the Prime Minister’s Office and the Cabinet Office. David Halpern was chosen as the head of the team, given his previous roles in government, and he gives a detailed account of BIT’s birth and work in his book Inside the Nudge Unit (2015).41 The following section is designed not to repeat that account but to show how the birth and growth of BIT catalyzed the adoption of behavioral insights: In our view, a couple of specific challenges that BIT faced ended up shaping the field of behavioral insights in important and enduring ways.

        The context we want to highlight is that BIT was born into a fairly skeptical environment. There was strong support from the Prime Minister and the UK’s most senior officials. However, many public officials suspected that the new administration had simply adopted the latest fashionable idea, possibly at the expense of more proven approaches. Many of them had seen high-profile teams set up at the center of government to implement a new approach, only to fizzle out with little done. They were also justifiably concerned that many of the findings that BIT would be applying might not work in real-world government contexts, as opposed to in laboratories.

        Meanwhile, many sections of the media were also skeptical of the “Nudge Unit,” as the team was universally called (partly because Thaler and Sunstein were generous enough to provide their support and expertise to BIT). At the start, the Nudge Unit was seen as a gimmicky invention that deserved faint ridicule through “nudge, nudge” jokes, or as a sinister endeavor to control the minds of the population without them realizing. A range of academics also voiced these concerns, plus others specific to their particular disciplines or political views.

        BIT set about answering these concerns over several years. “In the end,” as one academic observer put it, critics were “won over by the commonsense approach and the added value of such techniques.”42 But in the early days, this skepticism informed three important decisions: BIT’s size, its sunset clause, and its commitment to evaluation.

        First, BIT was created small: just seven people, partly to limit criticisms of unjustified spending at a time of squeezed government budgets. There had always been the intention that BIT would have aspects of a “skunk works”—a small group that develops radical ideas within a bureaucracy at low cost. But the lack of resources prompted a greater need to come up with innovative approaches (rather than just “throwing money at the problem”), while also requiring the team to be collaborative and persuasive, since it had to rely on partners to execute projects.

        Second, BIT set up a “sunset clause”: the team needed to demonstrate it had achieved three goals, and otherwise it was to be shut down on its second anniversary. This move was partly to inject a sense of urgency and momentum, while also creating a clear set of goals. They were to (1) transform at least two major areas of policy; (2) spread an understanding of behavioral approaches across the UK civil service; and (3) achieve at least a tenfold return on the cost of the team. Each of these goals was influential.

        The first goal explicitly set the ambition that behavioral science should enter the “battleground of policy and strategy advice,” rather than simply being about tweaking implementation.43 Behavioral science should infuse core policy decisions, as economics had done, or it would be a footnote in history. The goal should be to maximize benefits to society and, as Richard Thaler puts it, to “nudge for good.”

        The second goal emphasized the importance of seeing behavioral insights as an approach, rather than just a collection of interesting ideas. Moreover, anyone—individuals and institutions—should be helped to apply this approach themselves, rather than it being the preserve of experts alone. The result was a commitment to openness: reports and toolkits were promoted widely, and access provided to the results of projects without charge.

        The third goal meant the team often focused on less prominent or glamorous projects that nonetheless had a big financial impact, and thus were valued by administrators. These projects also had the advantage of often being quite uncontroversial, which reassured critics concerned about the team’s potential activities. And often they could draw on large, reliable datasets, allowing results to be measured easily and reliably. These factors meant there was “low-hanging fruit” that produced “quick wins.” A good example is BIT’s extensive work to improve tax compliance through rewording the reminders sent to people who had not paid taxes on time. By getting into the system, modifying processes, and using existing data sources, BIT showed that hundreds of millions of pounds in revenue could be collected at low cost.

        The third goal connects to a final, broader point. BIT also responded to skepticism by making sure its interventions were evaluated using the “gold standard” of randomized controlled trials (RCTs), discussed earlier and detailed in chapter 4. Using RCTs meant that the effects of a project could be reliably established and any benefits could be weighed against the costs incurred (which were often small). A decision could then be made on whether to adopt the change more widely, in a process BIT called “Test, Learn, Adapt.”44 Although many policymakers had not encountered this kind of experimental approach before, the trial results spoke to them in the familiar language of cost–benefit analysis that they knew from economists. The ability to convincingly show what difference a change had made began to bring increased credibility to the behavioral insights approach.

        Increased credibility bred growing interest. Gradually, policymakers and administrators started to approach BIT with potential projects, rather than the other way around. Meeting this demand while continuing to innovate became difficult from within government, so BIT “spun out” in 2014 as a social purpose company. The organization is still partially owned by the UK government, which owns an equal share with the charity Nesta and the employees themselves. From 14 staff at spin-out, by 2020 the organization had grown to around 200 employees across seven offices globally and had conducted more than 500 randomized trials.

        In sum: BIT’s creation coined the term “behavioral insights,” and then its activities developed a set of practices around this term (see chapter 4). Yet the story would be of limited interest if it ended there. Instead, the concept and approach of behavioral insights began to spread to other governments and organizations around the world. Figure 5 gives a rough idea of the growing interest by displaying the trend in Google searches for the term “behavioural insights” (British spelling). By 2019, academic observers could note that “a new trend of ‘Behavioral Insights’ has entered the global policy scene.”45 BIT’s work ended up acting as “a blueprint for the establishment of similar units elsewhere”46 and became “a paradigmatic example for the translation of behavioural insights into public policy.”47
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          Figure 5

        
      
      
        Behavioral Insights as a Movement

        The behavioral insights movement advanced in several overlapping waves: initial copying of the BIT model; take-up and promotion by multilateral organizations; adoption by the private sector; and growth of a wider “ecosystem” that includes academia and individuals.

        One wave consisted of creating “behavioral insights teams/units” modeled on BIT: a small, skilled group within the public sector that runs experiments and tries to influence policy. These became the “most typical organizational role model” for applying behavioral insights in government.48 For example, various departments within the UK government (including revenue, work and pensions, health, and education) set up their own teams, which started to coalesce into a community that coordinated itself through a working group.

        At the same time, BIT’s results began to attract the attention of other governments, which started to set up their own dedicated teams. One high-profile example was the United States, which in 2013 started to quietly scope out a new Social and Behavioral Sciences Team (SBST). The team had a base in both the White House (the Office of Science and Technology Policy) and the Government Services Administration (the Office of Evaluation Sciences). The team focused particularly on low-cost, measurable interventions like increasing vaccine uptake, raising retirement savings rates, and boosting college enrollment.49 But it also dealt with more complex policy challenges, such as the contamination of drinking water in the city of Flint, Michigan.

        The success of the SBST was reflected by the issuing in 2015 of Executive Order 13707, “Using behavioral science insights to better serve the American people.” On the basis that “by improving the effectiveness and efficiency of Government, behavioral science insights can support a range of national priorities,” the Executive Order directed departments and agencies to apply these insights in practice, and to recruit experts in behavioral science. The White House element of the team was disbanded after the inauguration of Donald Trump. However, the Office of Evaluation Sciences continues its work of running RCTs informed by behavioral science, which showed the wisdom of originally splitting the team between a political base and an administrative base.

        In very rough terms, this first wave of adoption lasted until around 2014, at which point at least 51 countries had created a centrally directed behavioral insights program.50 Then, high-profile multilateral organizations gave the approach another push. Major reports from the World Bank (2015), the OECD (2015 and 2017), the European Commission (2016), and the United Nations (2017) backed behavioral insights as an important new approach—some going far as calling it a “paradigm shift” in public administration.51 And these reports were backed up by action. Each of these organizations set up its own units or teams dedicated to applying behavioral insights to advance institutional goals (e.g., the European Commission’s “Foresight and Behavioural Insights Unit”). The emphasis on evidence and evaluation in the field of behavioral insights was clearly attractive to these actors, which are united by a technocratic drive to improve how government works.

        Support from these kinds of organizations lent more legitimacy to behavioral insights, making the approach seem even more like a promising practice that should be tried at least once by a government. And so more countries followed, with the most recent being India, which began setting up a central “nudge unit” in September 2019. According to the OECD, 202 public entities around the world were applying behavioral insights to their work by November 2018. As a result, “behavioral insights can no longer be seen as a fashionable short-term foray by public bodies. They have taken root in many ways across many countries around the world and across a wide range of sectors and policy areas.”52

        When looking at the growth of these units, a few points are worth making. This was not a trend for economically developed countries only: Many developing countries in Africa, South America, and Asia took up the approach. While the BIT model of a leading central unit was perhaps the most prevalent, several other setups were tried. For example, the Netherlands never established a centralized presence, but rather had distributed experts who were brought together in knowledge networks and working groups. And it was not just national governments that made these changes: Teams were also established at the local, regional, and subnational levels, like the Behavioural Insights Group in the Canadian province of British Columbia.

        Finally, not all these initiatives were successful. Quite a lot of different elements were needed, plus some luck. Political support was a crucial factor, even if it just provided “cover,” rather than active encouragement. Buy-in from administrative leaders was possibly even more important. Team members needed to possess technical expertise, in terms of both behavioral science and evaluation techniques. At the same time, they needed to be persuasive, to be pragmatic, and to understand how to get things done in bureaucracies. Officials who had both knowledge and a practical edge were often not easy to find.

      
      
        A Behavioral Insights “Ecosystem” Emerges

        On the face of it, the private sector was slower to embrace behavioral insights. The truth is that commercial organizations had been using different aspects of behavioral insights; they just had not reaped the benefits of combining them.

        On one hand, there was a long history of companies using psychology to market their products.53 Back in 1957, Vance Packard’s wildly popular Hidden Persuaders argued that businesses were using widespread psychological manipulation to drive sales (although their approach was quite different from dual-process theories). On the other hand, the private sector was no stranger to running randomized experiments or, as they often call them, “A/B tests.” Experiments with direct mailings had been going on for decades—back in 2000, the credit card company Capital One ran 60,000 RCTs that year.54 (However, we also need to be careful not to overstate the prevalence of A/B testing in the private sector. A recent study shows that only 8 to 17 percent of startups use A/B testing technology, for example.)55 The issue is that these two practices often remained separate. The applications of psychology were not always tested robustly, while the robust tests often lacked structure and theory—and instead “threw things at a wall to see what sticks.” The result was that it was difficult to build on previous findings consistently.

        As the private sector began to look at behavioral insights—particularly as popularized in books like Nudge—several advantages came into focus. Dual-process theories offered an organizing framework that was simple enough to be easily used and understood, while still providing useful predictions about human behavior. The experiments were convincing and “scientific,” but also offered intriguing and unexpected ideas about “what makes people tick.” And the shift to digital environments meant that companies had new, rapidly expanding arenas for conducting their own tests—and discovering what return on investment was possible.

        The result was an explosion of firms offering behavioral insights for business. These could be specialized, boutique consultancies or new functions within established firms. Compared with public-sector teams, they tended to place greater emphasis on “combining a scientific understanding of behavior with the power of creativity,” in the words of Ogilvy & Mather’s Ogilvy Change practice. Some large companies—like AIG, Google, Amazon, Walmart, and Johnson & Johnson—decided to create their own dedicated teams. Others hired “Chief Behavioral Officers” to ensure that evidence about human behavior was built into strategic conversations at the highest level, rather than being an afterthought.

        This last point reflects that companies were not just looking to maximize sales. They also saw the potential for using behavioral insights to reshape the way organizations worked. Processes and norms could be reengineered to help employees become healthier and work more efficiently.56 In the boardroom, executives turned to behavioral science to reduce discrimination by race and gender,57 while management consultancies touted the benefits of “behavioral strategy” that avoided common cognitive biases. Businesses also saw the need to “nudge for good” as well, since sometimes public and private goals align. For example, pilots with Virgin Atlantic adopted more fuel-efficient flying procedures after academics developed timely, targeted feedback and monitoring interventions. The company saved money and increased employees’ job satisfaction, but also prevented nearly 25,000 tons of carbon dioxide from entering the atmosphere.58

        Of course, many criticisms could be made here. Often private-sector practitioners were not subject to the same level of scrutiny as those in the public sector, since the drivers for transparency were weaker. Many in the field of advertising and marketing would admit that they struggled to instill a culture of robustly evaluating consumer behaviors. And some of those behaviors being encouraged may have downsides for the targeted individuals.

        Increasingly, issues like these were being discussed in networks of practitioners and thinkers on the topic. Academics began to engage more with the practical and political issues created by applying behavioral science in practice, as well as advancing that science itself. Harvard University set up a “Behavioral Insights Group” to create experts of the future; the new Behavioral Science & Policy Association connected the current ones, as did a rash of new international conferences; journals such as Behavioural Public Policy and the Journal of Behavioral Public Administration were created to chart and critique these changes.

        One final group in this emerging behavioral insights ecosystem cannot be neglected: nonexperts. As we mentioned in the context of food education, individuals and informal groups can take the insights from behavioral science and use them to accomplish their own goals more effectively.59 For example, many people feel anxious before they need to perform a task like speaking in public or participating in an important meeting. Most people try a strategy of trying to calm down in order to deal with this anxiety. But an alternative approach is to reinterpret this anxiety as excitement. A study found that when people use this tactic they perform better at anxiety-inducing tasks.60 This is the kind of useful yet easy tactic, informed by behavioral science, that people can apply to their everyday lives.

        We have now traced the history of behavioral insights from the assembling of its academic foundations to the growth of an ecosystem of many actors, priorities, opportunities, and tensions. But in any history, the drive to keep the narrative going means things are missed. In the next chapter, we want to dwell on some examples that we think bring home what a behavioral insights approach is, and what it can do.
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        Examples of Behavioral Insights in Practice

      
      Now that we’ve defined the behavioral insights approach and charted its history, this chapter aims to give a better sense of its application to real-world problems. To do this we give a handful of concise examples that vary by place and issue. We seek to contrast each example with more common approaches to solving these sorts of problems.

      The examples are organized by a simple framework for different kinds of interventions. This framework starts with the three basic categories of intervention that featured in figure 2: rules, incentives, and information. We give examples of how each of these interventions can be enhanced through behavioral insights. To these, we add two other categories that are important but often neglected: interventions that change processes or the decision environment. This framework is not exhaustive, but we think that it is useful.

      Here and elsewhere in the book, we discuss many of the concepts within behavioral insights (e.g., defaults, social norms, framing effects). However, we will not cover every one of these ideas and their effects on behavior; this guide is not comprehensive, but rather offers the essentials. We offer a definition of many of these ideas in the glossary.

      
        Rules: Green by Default

        Switching to a greener household energy plan is one way that many of us could reduce our carbon emissions. Traditional approaches to increasing switching usually involve giving us more or different information to influence our decision. Switching rates remain low, though; energy can be a difficult market to shop and the perceived hassle of doing so is high. In Germany, in the late 1990s, an energy company broadened its service to include three plans: the cheapest and least environmentally friendly one; a mid-priced but greener plan; and one that was more expensive but even more eco-friendly. Since customers had to be on one of the three plans, the starting point—the preselected default—was the mid-priced option. Customers had to actively respond to the letter if they wanted to switch to either of the other two plans.

        To highlight the rule change, 150,000 letters were mailed out informing customers that they could choose any of the three plans, but that doing nothing would keep them on the preselected mid-priced option. As you might expect from what you have already read, the results were striking: After two months, 94 percent of customers stuck with the default plan,1 with the effect of automatically flipping most of a market to a greener alternative overnight. Just 4.3 percent went with the cheaper option, 1 percent chose the greenest but more expensive plan, and 0.7 percent of customers switched to another supplier. It is not just consumers who are influenced by defaults: 80 percent of countries accept treaty adjudication by the International Court of Justice when it is the default option, compared with only 5 percent when the country has to actively choose it.2

        Changing system-level laws or rules is not always possible. However, we can also try to improve the rules of thumb individuals use for making decisions. For example, teaching credit-card customers to replace their existing decision processes with a simple rule of thumb—use cash if the purchase is under $20—led to an average reduction of $104 in revolving debt six months later compared to a control group.3 Or entrepreneurs can be taught simple, reliable rules of thumb to help them follow basic accounting practices—such as calculating business profits by physically separating business and personal accounts into drawers, with a simple rule about transferring between the two. An RCT found that this approach improved financial management by around ten percentage points, compared to standard accounting training.4

      
      
        Incentives: When Nonfinancial Rewards Are Better Than Money

        In 2010, Zambia’s adult HIV prevalence was 14.3 percent—one of the highest rates in the world—but demand for protective contraception was low. To promote the use of contraception, researchers led by Nava Ashraf recruited influential messengers—specifically, hairdressers and barbers—to sell female condoms. Since resources are typically limited, it was important to test whether monetary rewards would be necessary to ensure that the messengers participated or whether nonfinancial incentives might suffice. The stylists were randomized to receive one of the following: a 90 percent commission on sales; a 10 percent commission; a nonfinancial incentive, consisting of a public progress chart that documented sales and emphasized the contribution sales make to the overall health goal; or a volunteer “contract” and no reward (the control group). The condom sales of the groups were then monitored.

        While the financial incentives were no more effective overall than the control, over the course of a year the sellers with the progress chart sold more than twice the number of condoms than any other group. These results hold true for at least a year, so they are not just driven by novelty. The design of the experiment allowed the researchers to show that the progress chart worked by increasing the effort expended by the messengers, rather than by increasing demand from consumers. Had all stylists been offered nonfinancial incentives, they would have sold 22,496 condoms: 11,810 more condoms than if they had all been volunteers.5 The results of this experiment show that applying behavioral insights to incentives, such as incorporating public signals of success and outcome-oriented progression charts, can increase motivation in low-resource environments, even outperforming traditional financial incentives.

        Financial incentives are undoubtedly a powerful influence on behavior. However, as suggested in chapter 1, behavioral insights can also be used to design them in more effective ways. For example, in one study giving financial rewards for group outcomes resulted in greater healthy weight loss compared with rewarding individual performance: the added motivation to not let down a teammate supercharged the promise of financial gain.6

      
      
        Information: The Effect of Who Says What, and How They Say It

        Many of the best-known examples of behavioral insights concern changing the framing of information related to a decision. For example, many tax authorities around the world have run experiments showing that changing the presentation of forms or reminder letters can substantially increase tax compliance. These changes might involve introducing new information, such as stating that the recipient is in the minority of people who have not paid, or they can focus on making existing information clearer, like clarifying exactly what someone is required to do in a particular situation.7 While these kind of general effects of a message on a whole population matter, we should also consider how specific subgroups react. For example, research by Elizabeth Linos shows that job advertisements highlighting the challenging nature of police work are more effective at attracting applicants than those that take the more traditional approach of focusing on public protection and service. But in addition to this overall difference in effectiveness, the “challenge” message is three times as effective for people of color and women applicants.8 We say more on this point in the final chapter.

        Just as changing a message’s presentation can affect results, so too can changing the messenger. For example, a series of studies in the United States compared the effect of a motivational message from a beneficiary of a worker’s efforts to the same message from their team leader. These studies found that when emphasizing the positive impact of a task, beneficiaries were significantly more effective than leaders when it comes to improving productivity and performance.9 Similar messenger effects have been found in charitable giving,10 smoking cessation,11 and promoting agreement with court rulings.12 Finally, the timing of a message matters more than we often realize. Prompting drivers to wear seatbelts immediately before driving increases seatbelt use, while reminding them five minutes beforehand does not.13

      
      
        Environment: Improving Workplace Safety by Redesigning the Floor Space around Workstations

        Globally, there are an estimated 340 million workplace accidents each year.14 These accidents are enormously damaging to both individuals’ lives and their contribution to the economy. While some accidents are a result of poor working conditions, others stem from the behavior of workers. For example, employees in a Chinese textile factory were in the habit of throwing waste scraps of cloth on the floor next to them, creating a slipping hazard. An explanation of why this habit had formed was that workers were financially motivated to continue working without breaks. Initially, the factory tried a traditional approach to influence behavior: offering monetary incentives to workers if they put waste in trash cans. The effect was disappointing: scraps were still thrown on the floor, and the danger remained.

        Sherry Jueyu Wu and Betsy Levy Paluck, researchers partnering with the factory, thought that meaningful visual cues on the floor might help change behavior. Specifically, they introduced decals depicting golden coins on the production floors. Culturally, golden coins are considered to symbolize fortune and luck, meaning the employees would have a disincentive to cover them with waste. Introducing these decals led to a 20 percent decline in waste on the floor.15 A small, contextually meaningful change to the design of the environment was enough to overcome a seemingly entrenched habit.

      
      
        Process: Making Colonoscopies More Bearable by Exploiting the Peak-End Effect

        Received wisdom in medicine is that it’s “better to get it over with.” This ethos, coupled with efficiency considerations, means that speed is often implicitly valued in medical procedures, especially where pain is involved. In 1995, a team of physicians and academics based in Toronto was grappling with a very specific research problem: decreasing pain perception among colonoscopy patients. Their research hinged on a phenomenon known as the “peak-end rule.” This rule states that our judgment and memory is disproportionately shaped by the peak moment and the very last part of an experience. Since colonoscopies at the time typically conformed to the notion of “better to get it over with,” they inevitably induced significant discomfort in the final moments. A slower “exit,” the team hypothesized, would be perceived as less unpleasant, even though it would make for a longer procedure. The insight proved correct: patients whose colonoscopies involved an additional three minutes of slow extraction rated their overall pain to be lower and had a more favorable view of the experience.16

        These brief examples show that behavioral insights can have a substantial effect on important issues. They do not, however, shed light on how these interventions are designed or the effects measured. In the next chapter we turn our attention to the practical steps of applying behavioral insights.
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        Applying Behavioral Insights

      
      There is no shortage of guides that propose how behavioral insights should be applied in practice. Most include a common set of principles and activities to identify the behavioral dimensions of problems, devise potential solutions, and evaluate their impact. This chapter gives a succinct account of these core features, rather than offering a complete “how to” guide. Our focus on essential knowledge means that we do not review all the relevant literature or give detailed explanations of how to conduct site visits. A useful starting point for a more in-depth treatment is the OECD’s BASIC toolkit.1

      To structure this account, we will walk through some work that Elspeth did on job seeking. This project was developed with a UK unemployment center (Bedford Jobcentre) and focused on increasing attendance at recruitment events by those looking for work. We tested whether attendance could be influenced by changing the wording of a standard text (SMS) invitation sent to prospective attendees. As it turned out, the message that performed the best more than doubled attendance.

      We chose this example because it was a fairly straightforward piece of work, making it easy to draw out the key lessons. It also fits within a larger policy area—reducing unemployment—which means we can zoom out and show the wider context at key moments. Finally, the project has also been published in an academic journal, where readers can learn more about it in more depth.2

      This chapter presents ten steps:

      
        	1.	Establish the scope.

        	2.	Break the challenge into addressable parts.

        	3.	Identify the target outcome.

        	4.	Map the relevant behaviors.

        	5.	Identify the factors that affect each behavior.

        	6.	Choose the priority behaviors to address.

        	7.	Create evidence-led intervention(s).

        	8.	Implement the intervention(s).

        	9.	Assess the effects.

        	10.	Take further action based on the results.

      

      We present this process as linear in order to make it clear. In reality, there are feedback loops between these stages, as we revisit previous decisions in the light of new knowledge. We flag where those iterations are likely to occur.

      
        Step 1: Establish the Scope

        We start with the big picture: the overall goal of the work. In this example, that overall goal is to reduce unemployment. We recognize that starting with the overall goal is a top-down approach; it could be possible to begin at a micro level, looking at individual behaviors and working out goals from that level up. In those cases, we would move more quickly through these initial scoping steps.

        With the overall goal in mind, we then need to identify whether we are approaching this goal at a tactical or strategic level. As we discussed in chapter 1, some projects are tactical, dealing with changes at an operational level or within only a limited part of a system. Others allow for intervention at a more strategic level, opening up opportunities to alter the fundamental policy or structures for addressing an issue, and perhaps changing a whole system. While the exact opportunities are unlikely to be clear at this stage, we want to make this judgment because using behavioral insights is a pragmatic approach: we do not want to spend a lot of time pursuing options that are not “on the table.”

        One way of establishing the scope is to identify the kinds of interventions that are likely to be feasible. To do this, we suggest five questions, based on the framework from chapter 3, that help to define the parameters of the work more tightly. These questions may be easier to answer in parallel with completing Step 2. The questions are:

        
          	1.	Can you change the fundamental rules that govern the system, such as regulations, laws, or policies?

          	2.	Can you change the incentives that motivate action, such as the social or economic costs and benefits of certain behaviors?

          	3.	Can you change the information provided?

          	4.	Can you change the environment in which decisions are made (e.g., the space in which certain activities are completed)?

          	5.	Can you change the process actors go through, for example, removing or reducing barriers to progress?

        

        In the example we follow through this chapter, the scope was clearly in the tactical realm because the work had to be completed quickly, without additional resources, and in one individual employment center within a larger system. The modes of intervention were also constrained since the commissioning partner only had control over the employment center processes, environment, and information. By determining these factors up front, we were able to focus during Steps 2 through 6 on identifying elements of the problem where the desired behaviors could be achieved with the interventions available.

        The tactical nature and constrained scope of this example allow us to give a clear and clean account of the process. A tactical example is also likely to have the widest applicability. We have found that most organizations have at least some tactical opportunities to apply behavioral insights quickly and effectively; in contrast, opportunities for strategic interventions tend to vary more by context (e.g., only governments can regulate). Nevertheless, in Step 10 we also consider an example from our broader work on labor markets where the scope was strategic in nature and most modes of intervention were possible. In cases like this, Steps 2 and 3 are likely to take much longer because they are essential to narrowing the focus.

        Result of this step: We confirmed that this work was tactical in scope, and interventions would likely be limited to changing the information, environment, or processes in the unemployment center we are working with.

      
      
        Step 2: Break the Challenge into Addressable Parts

        Behavioral insights may be applied to problems that are complex, sprawling, and produced or solved by many actors. In order to achieve the overall goal of reducing unemployment, we first need to identify the basic conditions for achieving that goal and the actors and actions that generate those conditions. A simplified example of this unpacking process is shown in figure 6, which should be read from left to right.

        By getting more specific about who does what, we can better assess the opportunities for intervention. For example, as shown in figure 6, only a few actions can be initiated by any individual unemployed person. On the other hand, national governments can make wide-ranging structural changes to employment law, the benefits they offer to those out of work, or the regulations businesses follow when hiring. While behavioral insights can complement such changes, they are often slow, expensive, and politically loaded. Compare this to an individual unemployment center trying a new way of communicating what skills the local labor market needs, or an employer tweaking its application process to prevent its recruiters from introducing bias. The possible changes vary greatly in terms of their expected impact and feasibility.

        We can then apply the limited scope established in Step 1 to see that by focusing on unemployment center processes, we are operating in the bottom right-hand corner of figure 6. We then assessed which opportunities were most promising in terms of feasibility and likely impact on the overall goal. We discuss these impact and feasibility criteria in more detail later, since they are useful at various stages of the process. Our conclusion was that better connecting of people to available jobs was the most promising opportunity.

        
          [image: ]

          Figure 6

        
        Result of this step: We chose to focus on the way in which the unemployment center connected people to jobs.

      
      
        Step 3: Identify the Target Outcome

        In this step we need to work out the best way to measure progress toward reducing unemployment, based on our scoping in Steps 1 and 2, the data available, and the time scale we are operating on. In this case, since we focused on how the unemployment center connects people to jobs, we needed to find a reasonable measure of that action.

        Unemployment centers connect jobseekers to jobs in many ways, but the project team’s analysis suggested that one route was particularly promising: mass-recruitment events. These were events put on by the unemployment center in partnership with a local employer (a new supermarket or factory, for example) that needed to fill many vacant roles quickly. The events tended to be successful at getting people into work, and therefore the center invested in developing relationships with employers, staffing the events, and coaching its clients during applications. Ensuring that jobseekers attend the events in the first place is obviously crucial. Prior to the event, the unemployment center identified which candidates were eligible and sent them an SMS invitation to attend. However, despite the high likelihood of getting a job, only around 10 percent of eligible applicants typically attended.

        The rate of attendance at mass-recruitment events among invited jobseekers had several features that made it a good target outcome. Attendance was a behavior that had a clear link to the overall goal, since the events were often effective at helping people into work. This target outcome was also relatively specific: the group involved was well defined and there was consensus on how attendance was defined and measured. (For some outcomes, we may also define the time period during which we aim to achieve the target outcome.) Moreover, the desired behavior was already being reliably recorded by existing systems, minimizing costs and uncertainty. Finally, achieving movement in the target outcome seemed possible. Not only was the existing rate of attendance low, evidence indicated that most jobseekers were motivated to find work, making it plausible that relatively small changes (say, making it marginally easier to attend) could harness this motivation and result in change.

        Building on this point, the next step is to determine how much change in the target outcome would constitute success. The parties involved in the intervention need to agree early on a “good enough” improvement. At its simplest, this can be a question of cost–benefit analysis: what level of improvement would justify the budget available for an intervention? However, often the aspiration is greater than this basic requirement. In unemployment policy, for example, many governments have highly ambitious targets for national employment levels that far exceed the threshold at which benefits surpass costs.

        But what aspirations are realistic? To answer this question we need to consider the existing evidence. For example, if the ambition is to increase local employment rates by 10 percent, yet the most effective existing interventions only achieve a 1 percent increase, then expectations should be readjusted or the project reconsidered. By setting these expectations early, we provide an anchor point for each step of the process: a way to check back against the original ambition.

        For this project, we collectively determined that moving from 10 percent to 15 percent invitee attendance (that is, a 50 percent increase) would be a reasonable target. Such an increase struck a balance between what was needed to justify the investment of effort and what, based on a review of similar interventions, we considered to be a realistic change. This target became more specific as we gained more information, but the basics remained stable.

        Result of this step: Our target outcome is to increase the rate of attendance at mass-recruitment events among invited jobseekers from 10 percent to 15 percent.

      
      
        Step 4: Map the Relevant Behaviors

        Now we need to understand what behaviors produce the outcome (attendance at recruitment events). In this case, that means gathering more information about the recruitment events in question, how they come about, how jobseekers are made aware of them, and any other relevant contextual information. The tools for finding this information include reviewing previous research on the topic; using qualitative research approaches such as interviews, observations, focus groups, and experiencing the process firsthand; and employing quantitative methods such as surveys and data analysis. As noted, we cannot explain these tools in depth here.

        We need to consider the strengths and weaknesses of each tool and where the gaps in our understanding are. For example, if we already have some initial conclusions about user experience based on the feedback about a service, we might seek to validate those conclusions by direct observations and by cross-referencing the feedback with administrative data about how the service is being used. Cross-referencing is important because feedback alone can only tell us some of the story: it may disproportionately represent those who had a particularly good or bad experience. Direct observation can reveal new aspects of user experience, while administrative data can tell us whether patterns we see in the feedback (such as long wait times) are representative of users in general. Together, this information can give us a more reliable picture of what is happening.

        To map the relevant behaviors in Bedford, we conducted brief interviews, observations of how people were using the center, and reviews of documents that guide operations. The goal was to map the relevant behaviors from the perspective of the jobseeker and the unemployment center, identify who is (perceived to be) involved by each party, and identify any fundamental differences in experience or perspective. Through this process we identified four groups influencing the outcome: (1) unemployed people (jobseekers), (2) unemployment center staff, (3) prospective employers, and (4) the social support network (typically friends and family) surrounding the unemployed person.

        Each group could perform a specific set of behaviors to increase the likelihood of a jobseeker attending the recruitment event. The diagram in figure 7 shows the relevant behaviors in a swimlane diagram, a common form of process map in which each group has its own “lane” or row and the process is laid out horizontally, showing the handoffs between groups at each step.
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          Figure 7

        
        In this case, we found a good degree of consistency on the perceived behaviors from both sides, with the exception that some jobseekers listed friends and family as being involved—this group was invisible from the unemployment center perspective.

        By laying out the behaviors this way, we can focus on who is doing what and their likely relative impact on the overall outcome. For example, whether the invitation is sent or not will have a very large effect on attendance, whereas the effect of advice from friends and family may be smaller. The behaviors that contribute to the target outcome are labeled by numbered diamonds in figure 8.

        Result of this step: We brought together the exploratory information to map the behaviors relevant to attending or not attending mass-recruitment events.

      
      
        Step 5: Identify the Factors That Affect Each Behavior

        In order to influence these behaviors, we need to understand what is producing them. We may have gathered all the information we need at this stage in the previous step, but sometimes this exercise can reveal unresolved questions. In these cases, we might conduct further exploratory research.

        So, how can we identify the factors underlying these behaviors? One useful model is the COM-B model, which organizes the factors that produce behavior into three main categories:
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          Figure 8

        
        
          	1.	Capability: the individual’s psychological and physical capacity to engage in the activity concerned, including having the right skills and knowledge.

          	2.	Opportunity: factors outside the control of the individual that enable or prompt a behavior.

        

        
          In order to influence behaviors, we need to understand what is producing them.

        

        
          	3.	Motivation: cognitive processes that drive the behavior, including both conscious and nonconscious decision making, habit, and emotional responses.3

        

        Figure 9 shows a simplified version of the analysis of influencing factors for this project.

        As mentioned in previous chapters, the behavioral insights approach does not have to be individualistic. A concrete way to think about this point at this stage is that opportunity factors (which fall outside the control of the individual actor) can be used as points for intervention. To develop an intervention we must now use the lessons from this stage to rank each behavior based on how easy it is to change, and how much impact that any such change would create.
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          Figure 9

        
        Result of this step: We uncovered the factors that influence the relevant behaviors, identifying barriers and enablers.

      
      
        Step 6: Choose Priority Behaviors to Address

        This is the final step before we can create interventions to improve attendance at recruitment events (in service of the larger goal to reduce unemployment). For each behavior identified, we assign a rank based on the expected impact from making a change and the feasibility of doing so, using prompting questions like these:

        
          	1.	Impact: How important is this behavior to the outcome?
            
              		a.	Is this behavior on the critical path to the outcome? In other words, to what extent does it influence attendance at the recruitment event?

              		b.	How many people enact this behavior? How many do not?

            

          

          	2.	Feasibility: How likely is it that this behavior can be changed?
            
              		a.	Can we modify any of the factors influencing the behavior?

              		b.	Would the required changes be politically palatable? Are they likely to be affordable? Could they be accomplished in the available time frame?

              		c.	Are there other demands, in terms of either time or resources, on the relevant individual or organization that will make changing this behavior difficult?

            

          

        

        These questions are deliberately general and at a high level; in reality, the ranking is informed by additional factors and depends on context. The conclusion of this assessment in Bedford was that we should focus on two interrelated behaviors identified in figure 9:

        
          	•	2: A Bedford Jobcentre staffer constructs and sends the invitation (British, “the invite”) to the event via SMS.

          	•	3: On receiving the SMS, the recipient decides whether to attend the event.

        

        Specifically, this ranking identifies the factors relating to “motivation” in each of these behaviors to be both malleable and impactful in improving the overall outcome. Figure 10 gives a simple visual representation of the ranking results.
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          Figure 10

        
        Result of this step: We identified two priority behaviors to target with the intervention: the construction and sending of the SMS invitation; and determining whether to attend the event.

      
      
        Step 7: Create Evidence-Led Interventions to Produce the Priority Behaviors

        By the end of this seventh step, we will have a proposed intervention that should result in the priority behavior(s) we have identified. First, we need to specify the solution requirements based on the factors that we know will influence the behavior. Figure 11 shows how this was done in Bedford. The influencing factors in gray are considered out of scope because changing them was not judged to be feasible. The ones in black, meanwhile, need to be addressed by our solution. To identify the specific solution requirements, we conducted a literature review looking at how barriers and enablers similar to those identified in the COM-B exercise have been overcome or exploited in other projects. In this case, our search focused on how to attract attention and make mass messaging feel personal; how to change perceptions of the likelihood of getting a job; and how to prompt action in the face of low morale.

        To meet the requirements associated with devising and sending the message, we chose to test whether varying the wording of existing SMS invitations would increase attendance. To select this intervention, we again applied the criteria of impact and feasibility, but added two additional considerations: acceptability and scalability. Acceptability concerns whether there are political or ethical issues with a proposed intervention (we discuss this issue in depth in the next chapter). Scalability concerns whether the intervention could be used beyond an initial pilot or test site. For example, we made sure that—if successful—the message that performed best could replace the existing default template in the national system. While this requirement increased scalability, it also created trade-offs: Any message produced had to be generic enough to remain accurate and relevant at a national level. Therefore, the message could not state that the recruitment event was likely to lead to a job, since this was not always the case. These trade-offs are a common part of policy and service design.
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          Figure 11

        
        Once we had agreed to use the SMS system, the question was how to construct messages that met the solution requirements in fewer than 200 characters. A review of existing evidence had not revealed any clear best practices for encouraging this particular behavior. Therefore, we had to draw more on general principles from behavioral science, many of which we set out in the first three chapters. The process of moving from general principles to concrete interventions requires a book-length treatment itself; as we noted, the precise way in which a message is formulated or a choice is presented can have important effects on behavior. We can summarize two main aspects of the process here.

        The first is to review existing evidence to anticipate how potential interventions will be received. You may want to revisit the findings from steps 4 and 5 that illuminate people’s capability and motivation, and the context in which the behavior(s) are occurring (or not). You may wish to directly experience the context or service yourself again, with the potential interventions in mind. Your aim is to make a focused attempt to simulate the likely reactions of people experiencing the intervention. The difficulty here is that we often suffer from an “illusion of similarity” that produces inaccurate assumptions about what people think or know, as well as inaccurate predictions about how people will react to something.4 In particular, the person creating an intervention may overestimate the extent to which others share their views or—because the creator is so deeply involved—the extent to which people will understand or engage with their work.5

        Given these challenges, a second approach is valuable: presenting potential interventions to participants directly as part of the creation process. One way of doing this is to pre-test the intervention in low-cost ways. Assessing how the intervention affects a small number of participants in real-world settings can be valuable, if the intervention is low-risk and can be implemented cheaply. If not, an alternative is to create a close equivalent of the intervention and run a test with an online sample of participants.

        The key priority here is to use the findings in the right way. Obtaining people’s opinions about an intervention is useful for understanding how they will feel if it is implemented. But, while valuable, these findings are not always a good guide to how they will behave. For that reason, standard focus groups are generally less useful. If you are trying to understand behavior, however, then focus on the nearest equivalent to the real-world behavior and simulate the decision-making context as closely as possible.

        Another option is to work with potential participants to develop simple prototypes of interventions. These prototypes can then be refined further or used to reveal new approaches. The advantage of prototyping is that it provides a much deeper engagement with participants’ worldview, which may present new perspectives that were not accessible to the project team.

        Whatever method is used, when creating a solution there is often a creative leap where evidence, theory, and context suddenly come together to bring a new possibility into view. While that may sound challenging to achieve, there are several helpful frameworks that provide more support for developing interventions. For example, the Behavioural Insights Team’s EAST framework synthesizes much of the literature using four key principles—if you want someone to do something, then make the behavior easy, attractive, social, and timely.6 Each of these categories includes several useful concepts and techniques that expand on what we have put here.

        This process produced four messages for testing with Bedford Jobcentre. We now show each of these messages and provide a brief explanation of how we translated the relevant evidence into specific language. To give a sense of context, we present them as if a factory called SystemLink is hiring for security jobs. In each case, we have italicized any words that are different from the preceding messages.

        
          	A.	Control. The “control” message was the existing message used by the Jobcentre, which we retained because we could not simply assume that new messages would perform better.
            
              		“8 new security jobs are now available at SystemLink. Come to Bedford Jobcentre on Monday 10 June at 11am and ask for Sarah to find out more.”

            

          

          	B.	Personalization. A well-established body of research shows that use of a recipient’s name is effective at attracting attention and making a communication seem more relevant. In this case, the system made it possible to insert the recipient’s name into the message.
            
              		“Hi Elspeth, 8 new security jobs are now available at SystemLink. Come to Bedford Jobcentre on Monday 10 June at 11am and ask for Sarah to find out more.”

            

          

          	C.	Endorsement. Jobseekers are assigned a specific Bedford Jobcentre employee to advise them (a “job coach”). Our hypothesis was that mentioning the name of a specific individual that jobseekers had met could (a) signal that the opportunity was legitimate (b) connect the immediate opportunity to past and future conversations with the coach. We drew on a similar study that showed that showed loan repayments could be increased by including the loan officer’s name—but only if the recipient had met that officer.7 Again, it was technically feasible to obtain and insert the correct job coach name.
            
              		“Hi Elspeth, 8 new security jobs are now available at SystemLink. Come to Bedford Jobcentre on Monday 10 June at 11am and ask for Sarah to find out more. Michael”

            

          

          	D.	Reciprocity and luck. Many studies show that individuals often powerfully motivated to reciprocate actions—for example, to return a favor. In this case, we developed the phrase “I’ve booked you a place” to highlight that the JobCentre had invested some effort in supporting the event and inviting the recipient. We hypothesized that signaling this effort may trigger the desire to reciprocate by attending. We followed the phrase with a short “Good luck” message, which was informed by the concept of “locus of control.” Some jobseekers are likely to have an “internal locus of control,” which is the belief that someone’s own actions can meaningfully influence what happens to them. Others will have an “external locus of control” and think that what happens to them is mostly determined by factors outside of their control. Jobseekers with an external locus of control conduct less job search activity.8 At the same time, they may also be more likely to have a stronger belief in the concept of “luck.”9 Therefore, we anticipated that evoking luck may be effective for jobseekers in this camp, and increase attendance overall.
            
              		“Hi Elspeth, 8 new security jobs are now available at SystemLink. Come to Bedford Jobcentre on Monday 10 June at 11am and ask for Sarah to find out more. I’ve booked you a place. Good luck, Michael”

            

          

        

        You will notice that we created each message so that it builds on the next one, meaning that the final message contains all the preceding elements. This kind of additive design allows us to see the combined impact of the phrases, but it is less useful for isolating their specific effects. If we were more interested in those specific effects, we would structure the design of the experiment accordingly.

        Result of this step: We designed four SMS invitation messages, informed by practical considerations and evidence from behavioral science.

      
      
        Step 8: Implement

        Steps 8 and 9 happen in parallel. In reality you cannot launch an intervention you plan to evaluate without also designing and implementing the evaluation itself.

        In this case, implementation was quite straightforward. First, we needed to automatically generate text messages using the appropriate wording for each individual invited to a recruitment event. We built a basic spreadsheet to create the messages and upload them as a batch to the messaging system. This spreadsheet also used random number generation to assign jobseekers to one of the four message groups. To test whether the spreadsheet worked, we ran a prototyping process and fixed the small issues that emerged—for example, we shortened the original messages because they broke into two parts on older phones if recipients had long first names. We also checked whether attendance was being automatically and reliably recorded, and developed a procedure to handle people who had already been sent a message as part of the trial. We then supervised the use of the text generation tool for the first of the three recruitments involved in the trial period. For the later recruitments we simply checked the output messages for errors before they were uploaded to the texting system.

        In other trials, implementation is a far more complex matter that requires active management and constant monitoring. One inconvenient truth of implementation is that the motivation of those charged with implementation will wane considerably as soon as the hassle factor of testing a new intervention exceeds that of running things the usual way. Small irritations loom large. For example, on another trial set in unemployment centers, BIT implemented a new process that required the use of a goal-setting booklet for each client. The booklets were of standard size but the desk drawers in which they would be stored were not. This created a huge hassle factor for the staff members who could no longer close their drawers and the inconvenience had to be fixed before it created irreversible damage. In most implementations there is a “desk drawer” moment, and the main takeaway is this: Do not ignore it. Whatever you or the project team can do to remove a burden associated with testing a new way of working will help ensure that the results of the test reflect the efficacy of the new intervention—and not the costs associated with managing the test.

        Result of this step: Attendees were sent one of four SMS invitations, based on random assignment.

      
      
        Step 9: Assess the Effects

        We have already alluded to randomized controlled trials (RCTs) in chapters 1 and 2. In this section we recap the basic premise of an RCT and give more detail on how to actually run one. While we use RCTs when possible, they are not always suitable as an evaluation method. Other analytical approaches are available; we do not cover them in detail here, to avoid turning this into a book on experimental methods.

        Let’s start with a quick recap of what RCTs are. RCTs are experiments that allow researchers to establish whether and how much an intervention has an effect on a particular outcome. More formally, they allow us to be very confident that one thing caused another (causal inference), which is attractive to those charged with protecting public investment or calculating returns on that investment. Causal inference sounds complicated but is a product of three simple features of the RCT.

        First, well-constructed RCTs use a large sample. RCTs rely on splitting participants into groups. By including a large enough number of participants in each of these groups, we can be sure to gather enough data to iron out flukes, outliers, or other noise that might skew the results. A simple way to think about the value of more data is to imagine you are buying a product online. You have two different suppliers to choose from, both selling identical products. Supplier A charges $9.50, has an average rating of 3.5/5 stars, and has been reviewed by 1,000 customers. Supplier B charges $10.00, has an average rating of 4.8/5 stars, and has also been reviewed by 1,000 customers. Since you have 1,000 reviews apiece to go on, it is likely in this scenario that you can be pretty sure supplier B is better than supplier A and you can then make an informed decision about whether the difference in quality is worth $0.50 or not. However, if both suppliers had just ten ratings each you might be less confident about how meaningful their overall ratings are; one unfortunate experience could be enough to have hurt Supplier A’s score unfairly. In other words, when there are fewer data and the difference is small, it is harder to be certain about any conclusions you may draw.

        
          RCTs are experiments that allow researchers to establish whether and how much an intervention has an effect on a particular outcome.

        

        This isn’t to say that small samples cannot ever be informative, just that you would need a much bigger difference in ratings (1/5 stars versus 5/5 stars, for example) to be confident in your inferences. It is the same way in RCTs: the larger the sample, the clearer the picture, and the smaller the effect that can be detected. A “power calculation” is usually used to compute the sample size needed to detect a specific difference between groups with a certain level of confidence. Power calculations use a mix of conventional assumptions, such as standard levels of tolerance for false positive (5 percent) and false negative (20 percent) findings, and trial-specific inputs. Along with these conventional assumptions, the simplest version of a power calculation also requires the researcher to specify two of the following: the sample size you have to work with; the expected effect size of your intervention; and the baseline level of the outcome of interest at present. Several websites can help you do this kind of simple power calculation for free. For more complex calculations, you may also need to know additional information, such as the variance within the sample.

        The second key feature of the RCT is the use of a control group. As previously mentioned, we split the sample into groups: one for each solution being tested (often called treatment groups) and one “control” group that experiences the usual process. This control group provides a counterfactual. That is, the control group tells us—through the outcomes we observe for it—what would have happened if we had not changed anything (in this case, what would have happened if the preexisting recruitment event message had continued to go out with no modifications). In effect, this control group means that we are factoring in any other changes that might be affecting our outcome. For example, let’s imagine we introduced our new messages for recruitment events in September, and then compared the attendance rates for those events against the ones held in August, when we were using the old message. If our new messages yielded higher attendance, we could not be sure whether that was due to the messages or some other factor. Perhaps the weather was better, perhaps there were fewer jobs available outside the events, or perhaps the event fell after a holiday when people felt more invigorated. Without a control group showing us the effect of the preexisting message on attendance, we might never be able to tell whether the higher attendance levels were because of our intervention. Of course, other factors inherent to the individuals could vary between the groups, which leads us onto the final design feature of RCTs: random assignment.

        Random assignment means that people are randomly divided up into the control group or one of the treatment groups. Doing this randomly makes sure that the groups receiving each intervention have similar characteristics, which means that they are likely to behave similarly if treated the same. For example, in the case of event attendance, all the factors that determine whether someone shows up or not (e.g., whether they can afford the bus fare, the likelihood that they have other plans, their organizational skills, or their perception of whether the event is a valuable use of time) will be equally prevalent in each group. This means that if we introduce an intervention to one of the groups, we can say that any changes in that group’s behavior are due to the intervention—rather than any other cause.

        While it sounds straightforward, random assignment can be surprisingly tricky, and we advise running the process using a computer program wherever possible. Handily, even common software, such as Microsoft Excel, has an inbuilt function, =randbetween(), that enables assignment to a random group. Where it is not possible to use machine-led random assignment, proceed with caution. Even strategies that seem “random” can prove to have hidden bias within them. For example, in Britain house numbers typically result in odd numbers being on one side of the street and even numbers on the other. In many towns and cities, housing quality varies depending on the side of the street because of exposure to air pollution from factories during the industrial revolution; the direction of the wind means that houses with odd numbers may be systematically different from their even-numbered neighbors.

        When planning an evaluation like this, it is important to document each of the steps, assumptions, and analytical choices that have been made. This will help avoid common pitfalls and also keep the person running the analysis honest when the data come in. By prespecifying what analysis will be performed, the risks associated with overinterpretation are minimized (more on this in the next chapter).

        Figure 12 shows the evaluation plan for the trial in Bedford.

        In this case, we randomized each individual jobseeker to one of the messages, but sometimes this is not the right strategy. For example, imagine that instead we were texting to workers within a supermarket information about a promotion opportunity: The outcome is still whether they attend a recruitment event, but it is held within their own workplace. Randomizing at the individual level is certainly viable but it is also risky. If everyone’s phone beeps at the same time, and workers start to compare messages, then some may be demotivated because they have not been told “I’ve booked you a place.” On the other hand, those who have received that message might infer they have a better chance. These perceptions change attendance; the demotivated go less often and their buoyed-up colleagues go more often. This spillover of treatments means that we cannot isolate the true effect of a certain message. Instead, it would be more prudent, assuming this was a regional or national program, to randomize by store or shift-work team. That way everyone who is likely to compare their message to others is treated the same and the risk of spillover is mitigated. This approach is known as cluster randomization. Of course, the point on sample size still stands: We would still need to calculate how many stores or teams are needed to be sure of our conclusions (although the calculation is different when randomizing by clusters).
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          Figure 12

        
        Finally, as RCTs allow us to estimate a range within which the true effect lies, we don’t just learn whether something worked, but we are also gifted with a reliable estimate of its impact. The gray bars in figure 13 show the range of impact for each text message in Bedford.

        Getting an estimate of the size of the impact is especially useful because policymakers with limited budgets (or business people with shareholders to reward) often need to choose which of several approaches give them the best return. For example, we are able to conclude not only that text D was better but also that it meant between 46 and 53 extra job seekers attended recruitment events during the trial period. When samples are large enough, we can also learn what worked for whom and attend to any differences or inequities that arise as a result (more on this in chapter 5). With unemployment, for example, we might be interested in whether these messages work differently for men and women, or whether recruitments for some skill sets are more likely to generate attendance than others.
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          Figure 13

        
        At this point we reflected back on the goal set out in step 1: to increase attendance by 50 percent. Our intervention, although small, led to more than a 150 percent increase in attendance. There is still a good way to go, with 73 percent of people choosing not to attend, but this is a significant improvement both in the sense of statistics and policy.

        Result of this step: We evaluated the intervention using a randomized controlled trial. The results indicated that the most effective message more than doubled attendance at recruitment events.

      
      
        Step 10: Take Action Based on the Result

        Whether your intervention was effective, was ineffective, or even backfired, you will probably need to take further action to reap its full potential. Unfortunately, this step can be harder than many people expect. After all, adoption of a new way of doing things is a behavioral challenge of its own; just because something is proven to work does not mean it will be ushered in immediately as business as usual. Just because something was ineffective doesn’t mean the plan to roll it out will be automatically wound back. Sometimes this may be for good reason. For example, an intervention that worked in one local context may not work somewhere else, and further testing is therefore required before scaling up nationally. Often, however, things will simply go with the flow of the default way of doing things.

        In the case of our texting trial, we were able to replace the default message structure in the nationally held SMS system, meaning the solution was spread to unemployment centers across the country at the press of a button. This was, as stated in step 7, by design: we knew that expecting staff members in one unemployment center, let alone across the UK, to make a deliberate change to their standard practice was likely to mean our intervention never scaled. If we replace the default message with the new, more effective variant, then we are not requiring staff members to change their behavior.

        Of course, improving attendance at a recruitment event is a relatively small change. As we mentioned in step 1, there are many other ways that we might be able to improve employment prospects for out-of-work individuals. Thus, once success has been proven in one area, it is always worth returning to other behaviors or problems, if budgets permit. As mentioned previously, the approach set out in this chapter has also been used to fundamentally redesign the operating practices of unemployment centers.10 From 2012 to 2013, BIT devised interventions in this category that led to unemployed people leaving benefits 1.5 days earlier than they would have otherwise. While this may sound small, this effect has large economic benefits when scaled: in this trial alone, more than 88,000 unemployed individuals were involved.

        The solutions were devised and tested based on three months of research about how users experience unemployment centers, what the process underpinning the user journey entails, what the evidence can tell us about the experience of being unemployed, and how the process feels in practice. The new process involved shortening and simplifying paperwork; tailoring plans more to the jobseeker’s life and routine; making meetings focus on future ambitions rather than past compliance; and improving jobseeker morale.

        Scaling this intervention was very different from switching an SMS template, since it required significant buy-in from staff and managers. We spent a further six months helping to train trainers, producing videos to provide easy-to-access support, and working out how to supply the new materials to 700 unemployment centers across the country at scale. Now the process is embedded in all UK unemployment centers.

        Result of this step: The message that performed best became the new default SMS template in the national texting system.

        The behavioral insights approach has also been applied to employment policy in areas such as closing the gender pay gap, reducing hiring bias, and speeding up returns to work in the event of illness. Beyond this policy area, as the scope of this book shows, there are no limits to the issues that can be addressed by the approach. With such wide-reaching potential, we must, of course, be aware of the limitations, criticisms, and considerations that accompany behavioral insights. We turn to these topics in the next chapter.

      
    
  
    
      
        5

        Criticisms, Considerations, and Limitations

      
      Thus far we have tried to offer a realistic sense of what the behavioral insights approach can and cannot accomplish. In this chapter we explore criticisms, considerations, and limitations of the field in more depth, while recognizing that we cannot assess them all in a short introduction.

      We structure this chapter in three parts. First, we examine criticisms of what the behavioral insights approach has achieved in practice: is it only used in a limited way, do its effects endure over time, and how far does it produce unintended consequences? Second, we turn to the coherence, credibility, and generalizability of the evidence base. In particular, we explore concerns about the robustness of evidence in psychology and examine whether insights originally gleaned in the labs of Western universities can really tell us much about behavior outside the ivory tower and across cultures. Third, we explore the acceptability of behavioral insights, both through an ethical lens and from the perspective of the members of the public who may resent being “nudged” or experimented on. Our overarching point is this: The behavioral insights approach is not a panacea, and it is important to have a realistic sense of both its power and its problems.

      
        Does the Approach Deliver in Practice?

        In this section we look at criticisms of the results that a behavioral insights approach has achieved. First, we consider whether the approach is being applied as ambitiously as it could be. We then examine unintended consequences, whether the effects we describe can endure over the long term, and whether these effects persist at scale.

        
          Limited Impact on High-Level Policy

          As we have previously noted, behavioral insights can be deployed both in a tactical, targeted way and strategically to create wider change. However, many applications, in both the private and public sectors, have remained at the tactical level and involved tweaks to downstream features of a policy or strategy. This situation leads to the criticism that the approach does not tackle fundamental problems, but rather tinkers around the edges. Some critics go further, and claim that introducing nudges may actually reduce support for other, more powerful policy instruments. One study found that support for a carbon tax was lower when a nudge that defaulted homeowners into a renewable energy plan was also present.1 However, in our experience decision makers do not think this way. They either understand that nudges complement (rather than replace) other approaches, or they see the use of behavioral insights as a way of strengthening standard policy options. The study itself shows that the crowding out effect is eliminated if people are told about the smaller relative effect of the nudge.

          Nevertheless, we do think that it is important to understand the barriers to more strategic uses of behavioral insights. First, the prominence of nudging has led many people to think of it as the main or only way to apply behavioral science. Attention to nudges has often been at the expense of considering how behavioral science can bring broader changes. This perception is changing, but slowly. Second, specific interventions are easier to communicate quickly, and often provide a more straightforward story of impact: This change was made and directly resulted in this particular impact. In contrast, high-level policymaking tends to involve a fractured narrative of personalities, politics, and chance, all of which may remain confidential anyway. We ourselves focused on a simple, tactical example in the previous chapter, but this does produce a self-reinforcing narrative that other kinds of examples do not exist. The final reason is that the behavioral insights approach is an evidence-based, technocratic one—and it can be hard to graft this kind of approach into the messy, fluid initial stages of policymaking, where other factors often hold greater sway. A key point here is that increasing adoption of behavioral insights is itself a behavioral challenge, and one we will return to in our final chapter.

        
        
          Measurement Problems

          Behavior is complex. In some instances, a shift in one particular behavior mean that other behaviors move as well, in order to maintain consistency. But the opposite is also possible: Change in one area may lead us to compensate by moving in the opposite direction for another behavior.2 For example, we have discussed how opt-out savings mechanisms for retirement are effective because they harness inertia. However, the power of inertia means that the default monthly savings level must be set with care. Set the level too low and workers gain a false sense of security about their retirement provisions without putting aside enough money. Set it too high and they find themselves having to borrow to cover expenses they might otherwise have been able to afford outright or with smaller loans.3

          There are many examples of governments designing policies to target a particular behavior, without realizing that they may trigger other behaviors that actually create a bigger problem.4 The behavioral insights approach may be particularly vulnerable here because of its emphasis on robust evaluation, and RCTs in particular. These methods are based on identifying specific, predefined outcome measures. But this precision risks creating rigid myopia. In the example just provided, looking only at opt-in rates for retirement savings would disguise the potential borrowing problems that may be mounting. In the final chapter, we discuss how behavioral insights should draw more on complex adaptive systems thinking to address this problem.

          Another potential measurement problem is that behavioral insights may focus too much on the overall effect of an intervention, at the expense of understanding how its impact varies from group to group. While the overall result may be desirable, some groups may respond less well to the intervention. For example, receiving a home electricity report that compares a household’s energy usage with its neighbors reduces Americans’ electricity consumption by 2.1 percent overall.5 But the size of the reduction varied between 3.6 percent for those who have left-of-center political views, live in an area with similar views, purchase renewable energy, and donate to environmental causes, and 1.1 percent for those in the opposite category (right-of-center views, no renewable energy, no donations).

          It is especially important to check how vulnerable groups are reacting, in order to ensure that an intervention does not widen inequalities. On the face of it, though, there are reasons to think a behavioral insights approach may reduce inequalities. Traditional approaches have tried to influence behavior by providing information to change attitudes and beliefs—that is, through the Reflective System. However, more educated individuals are more likely to be the ones who seek out and use this information, which may widen inequalities.6 In contrast, interventions that rely mostly on the Automatic System may reach the people who do not engage with the relevant information. For example, the biggest beneficiaries of introducing automatic pension enrollment in the UK were those on lower incomes, who had the lowest pension participation rates prior to the intervention’s launch.7 The flip side is that if the intention of an intervention is to exploit or cause harm, these groups may also be the ones that are hurt the most (see our later discussion of ethics).

        
        
          Longevity and habituation

          Even when we are sure that an intervention has had an effect, we should be concerned about how long it lasts and whether the same results would hold if the participants were exposed to the intervention again. Critics have claimed that the effects of behavioral insights either do not last long after the intervention, or only work once, or both. Since the field of behavioral insights is a relatively new one, there is particular concern that the impact of its interventions will fade as they are repeated. This decay could happen for several reasons. One is that the intervention worked the first time because it was novel or promised some benefits of acting that didn’t emerge. A long-term follow-up on the effect of providing energy reports to household consumers, for example, shows that the reports reduce consumption, but they have relatively less impact with each round.8

          While this kind of decay can be measured within a single study, a broader concern has emerged as the behavioral insights approach has become more popular. Individuals may get exposed to the same kind of intervention by different actors, at different times, and in relation to different issues. For example, various studies have suggested that social norm messages may be effective, like saying that “9 out of 10 people pay their tax on time.”9 But what if this kind of message started appearing everywhere, in relation to use of public transport, choice of cosmetics, or exercise regimes? If the message is used too widely and inconsistently, people may start filtering it out.

          The reality is that some effects do fade, but others do not—and we still do not fully understand why this happens. However, we can offer three overlapping ways in which behavioral insights can produce enduring change. The first is if a one-time choice has continuing, long-term effects (for example, opting for a long-term contraceptive method that does not require an active choice to use it each time). The second is to make changes to the choice architecture or environment that will repeatedly prompt the behavior on an ongoing basis (for example, redesigning a subway platform so that people’s automatic reactions will always guide them a certain way). Third, external behavioral prompts may become internalized, so that the individual’s motivation and attitudes become aligned with them. Internalization may occur from a single prompt or one that is repeated. For example, evidence shows that a one-time prompt that causes someone to vote can have lasting effects: With no further prompting, those same people are more likely to turn out in subsequent elections. Voting once, in other words, may be habit-forming;10 making the first trip to the polls established enough internal motivation to overcome the barriers to future democratic participation. These mechanisms may overlap and be combined with others to create sustained change. For example, a study on financial incentives showed that while a one-time payment is not enough to drive sustained use of the gym, providing incentives to attend eight times led to a sustained effect, even after the financial incentives were removed.11 In this case, the external prompts (payments) were in place long enough for the behavior to become internalized and sufficiently resilient to endure, even when the prompts were removed.

          Of course, these three mechanisms do not guarantee a behavior will last. For example, a recent study by Katy Milkman and colleagues explored temptation bundling—requiring yourself to do something mundane or unpleasant in order to access something desirable. The intervention required students to visit the gym in order to listen to an audiobook of The Hunger Games. Creating this requirement was effective at promoting gym attendance in the short term. However, when the Thanksgiving break hit, the students returned to their baseline level of gym attendance: the intervention could not endure this disruption.12 We think that this example may allow us to make a broader concluding point. The behavioral insights approach stresses the importance of contextual factors on behavior. Therefore, enduring effects are more likely if reinforcing prompts can be built into the future context or environment; relying on internalization alone may not be sufficient.

        
        
          Surviving Scale-Up

          Once initial trials have confirmed desirable results, the interventions in question should ideally be scaled up and tested again to check whether the effects hold. While there are many examples of interventions that retain their effectiveness at scale, there is also evidence that some interventions prove to be less influential than they were in a smaller pilot. For example, a recent publication13 reported on a campaign that tested ways to get 800,000 precollege high schoolers to take advantage of federal student financial aid in the United States. The size of the sample meant that several variations on the encouragement messages, some of which had proven to be effective in previous local studies, could be tested again. None of these messages proved to be effective in boosting either the receipt of financial aid or college enrollment.

          The authors’ reflections on why the effects may not have survived scale-up are helpful. They do not believe the difference shows that previous studies cannot be trusted. Rather, they hypothesize that some features of local campaigns may have contributed more to the original effects than previously understood. For example, students may feel more connection with a local organization sending messages or may perceive such messages to be more personal than when they are part of a national campaign. The result could also be due to the fact that this cohort of students are simply better informed about federal aid options. While the exact reasons are not known, the headline is clear: Things may work differently at scale, and it is important not to assume that results will be sustained without understanding how the features of the original intervention drove them.

          Indeed, the behavioral insights approach offers two meta-lessons here. First, the details matter, so we should expect that small changes in context will alter the outcome. Second, scaling is itself a behavioral challenge. In the Jobcentre example, the mechanism for scaling was tightly controlled, so dependencies on new stakeholders adopting the intervention were limited. However, in most cases, scaling relies on those who were not involved in the original intervention deciding to act. When they do act, changes to the intervention can either prevent success or represent a necessary adaptation. In the final chapter, we discuss how qualitative methods can help identify which elements of an intervention should be preserved and which can be adapted.

        
      
      
        Are the Theory and Evidence Sufficiently Robust?

        We have emphasized the pragmatic nature of behavioral insights. This section considers whether this pragmatism comes at a cost—specifically, whether the lack of a unified theoretical foundation stymies our ability to learn from the past and thus make progress and innovate. We also confront some hard truths relating to the evidence base. We examine the replication crisis, in which many seminal findings (notably from social psychology, but also more widely) have failed to replicate when tested again. In addition, we look at the implications of relying on studies that use homogeneous and nonrepresentative samples. Finally, we look at what we should do to protect the validity of future research and to ensure we are not building on shaky foundations when developing hypotheses to test.

        
          Is the Theory Incomplete or Overly Simplistic?

          Let’s start with criticisms of the underlying assumptions and theory of the behavioral insights approach. Some of these criticisms are esoteric, concerned mostly with creating a unified theory and neat taxonomy, and are best kept confined to seminar rooms and academic offices. Some, however, have more direct implications for how we diagnose problems and devise solutions to tackle them.

          The first criticism is that the behavioral insights approach is too focused on identifying biases and deviations from rational choice theory. In this view, the approach has an overly simplistic view of what constitutes “errors” and “irrationality” that ignores the value of heuristic thinking.14 Others prefer to emphasize the adaptive nature of heuristic thinking and its suitability to a complex world; we are better served by smart mental shortcuts than by some “rational” calculus. As such, they advocate the development and teaching of heuristics to help us better deal with complexity, an approach labeled “boost” (as opposed to “nudge”).15 While these criticisms might deviate from the way dual-process theories are viewed by (say) Daniel Kahneman or Richard Thaler, they remain compatible with these theories as a whole and do not fundamentally alter the thrust of applied behavioral science. Since there are situations in which heuristics are helpful and others in which they can be harmful, these perspectives are not irreconcilable in practice; a more useful focus would be on integration.

          A related criticism is that the behavioral insights approach is too individualistic, partly because of its roots in microeconomics. In this view, the behavioral insights perspective adopts an overly cognitive view of people as individual decision-making agents, rather than as social humans who are embedded in established practices and networks. This means it has a “thin conception of the social” and little to say about culture or society.16 What about the emphasis on how context and environment affect behavior? Critics respond that this is an overly psychologized view of “the environment,” which only deals with “immediate, physical and technical aspects” and ignores the structural factors caused by institutional, economic, and political forces.17 We think these critiques neglect the influence of social psychology on behavioral insights, but they have some force overall—we return to the issue in our final chapter.

          Even if we do not question the dual-process paradigm, there is a potentially limiting shortcoming. Dual-process theories provide a catch-all, high-level explanation for individual “biases.” However, they do not explain when and for whom these biases occur. For each bias there may be some evidence to answer these questions, but the picture remains incomplete without an account of how they interact with one another. We need more integration than just a list of stand-alone concepts under the umbrella of dual-process theories. This lack of a lower-level framework makes it difficult to determine whether a result is surprising or in line with expectations. As such, priorities for replication or further exploration may emerge haphazardly from the cherry-picked intuitions of individual researchers.18 This leaves us unable to calibrate expectations and to build consistently on prior studies to shape the direction of future research over time.

          Ultimately, though, the theory we have is enough to drive progress and development. Applying behavioral insights is about understanding the context in which a behavior is currently occurring (or not), so a unified conception of human behavior is neither necessary nor sufficient to develop effective solutions. Indeed, the results speak for themselves; we demonstrably have enough knowledge for successful applications.

          Or do we?

        
        
          Bad Science: The Replication Crisis

          In 2005, John Ioannidis published a startling paper. Entitled “Why Most Published Research Findings Are False,” the piece introduced data showing that “for most study designs and settings, it is more likely for a research claim to be false than true.” This counterintuitive conclusion is made possible by four common features of scientific publication:

          
            	1.	Incentives and the “file-drawer effect.” Journals prefer to publish exciting results, which typically means studies that propose a novel hypothesis and provide evidence to support it. Failing to prove a new theory (in technical terms “failing to disprove the null hypothesis”) gains little attention. Academics’ careers are propelled by publications, so they are incentivized to invest most effort into studies that grab the attention of editors. The other manuscripts get left in the figurative “file drawer.”

            	2.	The standard assumptions of hypothesis testing. Conventional statistical practices accommodate a 5 percent chance of a false positive. Given the publication bias toward positive findings, this means that false positives are likely to be overrepresented in peer-reviewed journal articles. If twenty researchers all work on a similar experiment, chance alone means that one of their labs will produce a positive result that is fit for publication. That one result gets published and the other nineteen go back in the file drawer. Since people tend to research topics adjacent to other published literature, it is possible that many scientists are pursuing baseless theories.

            	3.	Bad research practices. Small samples, too many outcome measures, and a host of other practices can produce effects that do not really exist. Small samples are problematic as they can result in chance findings being mistaken for real effects. Measuring multiple outcomes or too many variations of an outcome can also lead to false positives because of the statistical assumptions already described: if twenty outcomes were measured on a given experiment, we should expect one to show a positive result purely by chance. Most research does not measure twenty outcomes, but even measuring five increases the chance of a false positive from 5 percent to 25 percent. Historically, small-sample research and research that cherry-picks the outcomes to report based on results have found it easier than one might imagine to find a home in prestigious journals.

            	4.	While these research practices are fairly common, revelations over the last decade have also shown a rarer and much more egregious form of malpractice: Some researchers have been caught faking their data entirely. We will not discuss this further here since it is a rare occurrence, but it is a serious, if infrequent, contributing factor.

          

          Ioannidis and other critics triggered a movement (albeit one that took another five years to really gain momentum) to interrogate prior research findings across a range of fields, including psychology. One such endeavor was The Reproducibility Project. In a triumph of academic collaboration, 270 researchers, led by Brian Nosek at the Center for Open Science, attempted to repeat and reproduce the results of 100 psychology studies published in 2008. Of the original 100 studies, 97 had reported positive significant effects. Since experiments are conventionally designed to tolerate a 20 percent risk of a false negative and a 5 percent risk of a false positive, we should expect around five of the 97 to fail to reproduce due to false positives in the original and around 19 to fail due to a false negative in the replication result. In other words, if around 75 percent of the original experiments produced the same result when repeated, then there would be no need to cast doubt on the validity of research in the field.

          This is not what happened. In fact, when The Reproducibility Project reported in 2015, it had only been able to replicate the positive results for 36 percent of the studies, and even then, the effects were often smaller than originally reported. A generous interpretation would point out that some results may have turned out differently because true replication is impossible: we cannot exactly reconstruct the conditions of the first test, the context in which it occurred, or its participants. However, it is likely that this accounts for only a small number, if any, of the studies, since the inclusion criteria for replication considered imitability, and the protocols explaining how the replication was done are convincingly detailed.

          These studies are also not alone in their failure to replicate. Other findings in other academic disciplines have also proven elusive on second, third, and fourth testing. They include some seminal studies that have diverted massive amounts of research time and money. Collectively, these challenges have come to be known as the “replication crisis”: a moment in the development of social science research that has forced serious critical reflection. But before we discuss what is happening to correct for the bias inherent in publication and how we can navigate this reckoning as practitioners of the behavioral insights approach, we must also acknowledge another threat to the validity of psychological research: its generalizability.

        
        
          WEIRD Science: The Problem of Generalizability

          So far, we have explored the concept of internal validity: the extent to which the methods used in any given experiment can reliably tell us about causality. We have not, however, discussed external validity: the extent to which the results hold beyond the original sample. Here, much of the foundational behavioral science research suffers from a significant limitation: most of the canonical experiments were conducted with populations that are disproportionately Western, Educated, Industrialized, Rich, and Democratic—a group dubbed WEIRD for short.

          Using WEIRD people as research subjects is problematic because their life experiences put them “among the least representative populations one could find for generalizing about humans.”19 WEIRD populations behave differently on dimensions ranging from visual perception to moral reasoning to risk appetite and present bias.20 For example, a set of studies across fifteen small-scale societies21 sought to test the extent to which prosocial behavior was exhibited by players in a series of economic games. Like their WEIRD counterparts, all societies demonstrated some degree of prosocial behavior, going against the predictions of rational choice theory. However, they varied considerably in the extent to which the prosocial behavior occurred. The variation does not appear to be explained by individual differences. Rather, individuals act in line with the norms of their societies, with factors such as economic organization and the structure of social interactions informing their behavior in the game. This finding adds weight to the argument that the contexts we live in fundamentally influence our decisions, meaning that even if a particular bias is universal, it will not always be possible to transplant an insight or intervention successfully from one setting into another.

          The WEIRD shortcoming also presents some more fundamental concerns, notably in terms of what is actually being measured. Take, for example, the “marshmallow test,” which is one of the most famous experiments in psychology.22 Children are given the choice of one marshmallow now or, if they can wait fifteen minutes in the presence of the first marshmallow without eating it, two marshmallows. The experiment was long thought to measure self-control, a trait that is proven to be associated with a range of good outcomes.23 This observed ability was then used to explain differences in life outcomes of participating children decades later.

          However, a child who is used to receiving treats, and knows from experience that adults can be trusted to be true to their word, might perceive such a choice very differently from a child who has never known the luxury of a marshmallow and has low levels of trust because he or she has been let down before. For the second child, the promise of a second marshmallow is empty; to delay eating the first one is to risk losing out altogether. If this is the case, then the study may not have been measuring self-control at all. In the first study, the sample was small and the cohort unusual. All 90 children involved were enrolled in the Stanford campus preschool; they were likely to be from affluent families whose parents were highly invested in education. When researchers revived the marshmallow test, this time with 900 young children who better represented the US population, the results were quite different.24 Once other factors relating to the children’s backgrounds were taken into account, the link between holding out for a second marshmallow and improved outcomes in later life disappeared.25

          Personality research is also affected by this issue of representation and measurement. In WEIRD-dominated research, the Big Five personality traits—openness, conscientiousness, extraversion, agreeableness, and neuroticism—are shown to be predictive of a range of outcomes, from job performance to mortality. However, a recent study including more than 94,000 respondents from low- and middle-income countries showed that commonly used personality questions failed to measure the intended trait and were not valid in these populations.26 This destabilizing finding means that we must question the starting assumptions that led us to think we had identified immutable tenets of personality. These assumptions may have crept in as WEIRDness also pervades research labs. Increased diversity of thought and experience in the field might have prevented an overly narrow view of fundamental personality constructs.

          These findings do not mean that the rich body of personality research or the original marshmallow test is not useful. Rather, it means we must be careful to question the extent to which the insights we gain from researching narrow samples are generalizable.

        
        
          What Should We Do in the Face of This Crisis of Evidence?

          Shaky foundations make it difficult to build strong interventions. Alongside correcting our understanding of past work, we also need to make changes that assure the validity of future research. Many academic publications have tried to change the fundamental incentives for those seeking to publish. Specifically, this means opening the “file drawer” by welcoming studies that fail to disprove the null hypothesis or that explicitly attempt to replicate an earlier study. This change in emphasis tries to shift the emphasis from novelty to quality, making it less likely that bad research practices will perpetuate over time.

          An important part of this drive toward better quality is to value or require “preregistration.” Preregistration is where the plan for a piece of research is published in advance of the results being analyzed. Research can therefore be judged on its merits—in terms of both underpinning theory and evaluation strategy—before the results are known. Researchers therefore have less ability or need to come up with something headline-grabbing when the data come in. Some journals are going even further, and are peer-reviewing hypotheses and methods before any data are collected; if the foundations are solid, the paper will be accepted, whatever its conclusions. Assessing studies on these foundations leads to tighter scrutiny, higher research quality, and more reliable results.

          Beyond academia, preregistration is good practice for any research, and it does not need to be an onerous process. Indeed, the activities involved—clearly stating what will be tested, how, and why—will help clarify thinking and improve quality, as well as holding those doing the analysis to account. Similarly, when assessing the merit of work that has already been published, publication alone should not be taken as an indication of validity. As consumers of research we need to be critical, looking beyond the basic question of whether a difference in outcomes was shown to be statistically significant and asking the right follow-up questions to qualify whether the result is credible and meaningful. These are the same questions a reviewer should ask: Is the sample large enough? Are the groups comparable? Is the size of the effect consistent with what we see in similar research? Does the outcome reported include all data? If not, why not? Does the outcome really measure what it claims to? Does an outcome of this size mean those who experience it benefit in a meaningful way?

          We are aware, though, that people will only ask these questions if they have the capability and incentives to do so. The problem is that, as a developing field, the behavioral insights approach may not be creating these conditions yet, and still rewards only a superficial engagement with the relevant research. We return to this issue in the final chapter.

        
      
      
        Is the Behavioral Insights Approach Ethical? Is It Acceptable?

        We deal with this—the closing section of this chapter—in two parts. First, we consider the ethics of deploying interventions designed to alter behavior. Then we examine whether the public considers such interventions to be acceptable. We deliberately do not include a discussion on the ethics of the experimental method; that issue goes well beyond the field of behavioral insights (which does not always use experiments) and has been rehearsed many times before.27

        
          Is It Ethical to Use Behavioral Insights?

          Behavioral insights can be used in ways that are manipulative or against the best interests of both an individual and society in general. This is not an abstract risk. For example, “dark patterns” are widely used to coerce or deceive customers or users into making decisions that are against their best interests or personal preferences. A recent study of around 11,000 websites found that 11 percent of the sites routinely deployed “dark patterns,” and that these sites were typically ranked more highly by search engines.28 For example, companies often use the concept of friction to their advantage, making it very easy to sign up for their services and very difficult to unsubscribe. This specific tactic of introducing friction to discourage beneficial behaviors has recently been labeled “sludge,” the evil twin of nudge. Criticisms of this kind are leveled at the public sector as well. Government may also introduce sludge, for example: there is increasing research into how governments may discourage certain groups from accessing public services by introducing administrative burdens that particularly hamper those with few resources.29

          
            Behavioral insights can be manipulative. For example, “dark patterns” are widely used to coerce customers into making decisions that are against their best interests.

          

          Having given some examples of ethically problematic uses, let’s unpack the central sources of concern. There have been many ethical critiques of behavioral insights, but we think they can be boiled down to two main charges: one, that the approach is paternalistic; and the other, that it is manipulative. When we cover both of these points in the paragraphs that follow, our goal is not to find a way to rebut them; instead, we conclude by offering a basic framework to guide the responsible application of behavioral insights.

          Concerning paternalism, we first need to identify what new problems the use of behavioral insights introduces. There is a danger that general concerns about paternalism are presented as specific criticisms of behavioral insights. On this score, the main charge is that the presentation of human decision making as “irrational” or “biased” justifies corrective action by government or others. For example, behavioral economics explores the idea of “internalities,” which is where there is a conflict between someone’s present-day self (desiring cake) and their future self (desiring to be healthy). This kind of theory and evidence provides a technical rationale for intervention to help the future self, who often loses out otherwise. In the process, the agent intervening will be deciding what behaviors are desirable and stacking the deck to make it more likely we will perform them.

          The concern is that this view breeds an elitist professional approach that has a degraded view of citizens as being unable to shape their behavior independently. The insights from behavioral science lead choice architects to become overconfident in their assumptions about what people “really” want, and why they are acting in certain ways.30 This is a problem because our preferences are not always clear, formed, fixed, and knowable, even by ourselves.31

          Some critics go further, and claim that “behavioural economics itself undermines the case for paternalism” because policymakers are subject to the same biases they find in others, even if they don’t realize it.32 More and more studies are showing how decision makers are subject to confirmation bias, framing effects, group polarization, and the false consensus effect, among others.33 Since they will also make errors, the argument runs, their interventions are unjustifiable. In other words, behavioral science reveals a fatal flaw at the heart of any paternalistic action.

          The first thing to note is that the paternalism critique is aimed at those policies that try to increase benefits or reduce harms for oneself (e.g., saving more, eating healthily). It is less relevant to the wide range of government actions aimed at behaviors that affect others (e.g., reducing crime). Liberal democracies have long found the first kind of intervention to be more controversial.34 The second point is that, as we discussed in chapter 1, applying a behavioral lens may not point toward trying to change someone’s behavior at all. Instead, it may encourage reassessment of existing government action, prevent a misguided policy from being introduced, or shape policies around existing behaviors instead (more on this in the final chapter). Even when influencing behavior is the goal, in practice the behavioral insights approach has often followed Nudge’s emphasis on libertarian paternalism as a freedom-preserving alternative to the harder paternalism of bans, restrictions, or fines.35

          
            Policymakers are subject to the same biases they find in others, even if they don’t realize it.

          

          More generally, we think these criticisms concern choices about how to use behavioral insights, rather than striking at the heart of the approach itself. The idea of “irrationality” is neither central to behavioral insights nor particularly helpful. We propose that behavioral insights should be applied in a “humble” way that sets goals sensitively, based on trying to understand the reasonableness of individuals’ actions, rather than holding a narrow, inflexible view of what is “rational” in a particular situation.36 The latter would simply be bad policymaking.

          Of course, to encourage this desired approach we would need to improve the way that policy or strategy is itself made, which brings us back to another of the criticisms already described: Governments and companies are themselves subject to cognitive biases. But we argue that this means that the case for using behavioral insights is stronger, rather than weaker. The behavioral insights approach is now being used to identify the biases introduced by institutions and processes—and to offer new ways of mitigating issues like overconfidence.37 Nudging decision makers will address the problems of paternalism better than just ignoring behavioral science.

          
            The idea of “irrationality” is neither central to behavioral insights nor particularly helpful.

          

          One final point is that many advocates of nudging make the argument that “there is no neutral design”—that some influence will always take place, even unintentionally, so it may as well push people in a beneficial direction. However, this argument has a clear flaw. In any judgment of human action, intentions matter—people feel this intuitively, and the criminal justice system sees it as a founding principle. The role of choice architect is accompanied by a level of responsibility. Those who have taken steps to shape someone’s choices must be able to answer the question of what goals they are trying to pursue, and why—which loops back to the paternalism question.

          The second concern is that the use of behavioral insights is manipulative. The critique here is not about straightforward deception or false content; we are assuming that these play no part. Instead, the idea is that if behavioral insights interventions involve nonconscious modes of decision making, then the recipients may not be aware of whether and how they are being influenced. They therefore are not able to easily resist the influence or debate and contest the intervention, either as citizens or as consumers. Moreover, many of the interventions are constructed precisely to be delivered in a seamless, unobtrusive way. In other words, it may be that “these techniques work best in the dark.”38

          Even where the outcome aligns with our preferences, if it is obtained through stealth, the intervention treats people as a means to an end, rather than as ends in themselves. Individual decision makers are denied dignity and agency to determine their own course and develop their own preferences. This can mean that the use of behavioral insights is disempowering and infantilizing, since people are denied the opportunity to reflect, learn, and update future behaviors.

          One immediate response is that such interventions may not be manipulative at all. Some interventions are designed precisely to activate a more reflective mode of thinking to enable a higher quality decision. Indeed, this is the premise of the “boost” approach we referred to earlier. However, this kind of approach faces the obvious issue that we find it very difficult to apprehend our nonconscious behavior! In particular, we have a “bias blind spot”: we tend to think that others are biased, but not ourselves.39 And simply highlighting the existence of biases and urging people to be less biased can backfire and create more bias.40 For example, in one study, people who were primed to feel objective were more likely to discriminate on the basis of gender when making a hiring decision.41 Careful design is needed so the desire to avoid an unethical process does not end up creating an unethical outcome.

          Another option is to rely on the “publicity principle”: would the government or business be willing or able to defend the intervention if its mechanics were made public? If not, they should not proceed, since doing otherwise would mean a lack of respect for those they serve. The problem is that this seems like a weak requirement. Building on our point about the biases of policymakers, there would always be scope to practice “motivated reasoning” and rationalize why people would support a policy that you want to implement.

          A stronger rule would be that all interventions have to be made public, either at the time of delivery or later. Many organizations have promoted this principle. As we discuss later, the public may support interventions that use automatic decision processes to produce desirable outcomes. Disclosure also may not reduce an intervention’s effectiveness. People can be told how their choices are being structured, and why, without behaving differently as a result, although we need more research here.42 The difficulty with these points is: What exactly does it mean to make an intervention public? How could this be done practically? More generally, how can we separate out what elements of government action could be considered “manipulative” or not? We think some criteria are needed to help us assess cases.

          To meet this need, we offer a very simple framework for assessing the ethical issues surrounding behavioral insights. There are four factors, two of which relate to manipulation (i.e., how an intervention works):

          
            	Control: How easy is it for the relevant actor to resist the intervention, considering the context and their capabilities?

            	Transparency: How reasonable is it to expect that the target of an intervention will perceive its intention, at the moment of decision or later?

          

          The other two relate to paternalism (i.e., what behavior is being influenced):

          
            	Extent of consequences: What are the likely harms and benefits of adopting or not adopting the behavior, and where do they fall?

            	Strength of preferences: How strong and settled are the preferences of the people being influenced? What is the strength of evidence informing this judgment?

          

          Figure 14 shows that the two factors in each group inform each other: The level of transparency influences how much control people have, while the consequences of the behavior need to be weighed against the strength of intentions involved. Considering the four factors should offer a more structured way of assessing ethical issues with applying behavioral insights.
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            Figure 14

          
          We want to give a few more details on this framework. One aspect of control deals with latitude inherent in the basic choices offered to someone. These are often presented as a “ladder” of increasing restrictions that starts at the bottom with just providing information, moving up to enabling or guiding choices, providing incentives, then disincentives, restricting choice, coercion, and eliminating choice.43 We offered a simplified version of this scale in chapter 1 with our discussion of information, incentives, and legislation. Importantly, the intensity of influence can vary even on the same rung of this ladder—and this is the other aspect of control. For example, providing information could range from posting nutritional data for products on a government website, to a policy that uses all the resources from behavioral insights to make sure that consumers cannot avoid knowing what’s in their potential purchases.44 The key aspect is how easy it is to resist the intervention. How far we are up the “ladder” obviously matters, but so does how easily someone can resist their automatic responses to the intervention. We need to make a realistic assessment of this second aspect, using the evidence from behavioral science, plus taking into account factors like context, history, stress, motivation, and cognitive pressure (where possible).

          Obviously, a crucial factor for resisting influence is to be aware of it in the first place, which brings us to transparency. The main question here is how easy it is for someone to become aware that they are being influenced in a particular direction.45 To be more precise, we can see three levels of transparency, which build on each other: Someone is aware of the existence of influence, the intent of the influence, and the mechanism(s) it uses. Figure 15 gives some examples.

          It is important to note that these levels do not map directly onto the Reflective and Automatic systems. It’s not the case that the more the Reflective System is involved, the more transparent things are.46 For example, the system of traffic lights works substantially because of our automatic association of red with danger and caution; we may instinctively brake (or speed up) when the lights change. But this reliance on the Automatic System, plus the intention involved, is all completely transparent. We are aware of how traffic lights influence us. On the other hand, we may get influenced in nontransparent ways even when our Reflective System is mostly engaged, as the magazine subscription example in figure 15 shows.

          We want to spend less time talking about consequences and intentions, because they relate to paternalism in general, rather than to behavioral insights specifically. Yet they are still important. The starting point for considering consequences is whether the harms or benefits from a behavior fall on the person who acts, or other people. The former is paternalistic; the latter gives government more scope to act. But even for paternalism, the level of harm involved is important. For example, in 2012 the mayor of New York City proposed a ban on the sale of sugared drinks in portions larger than 16 fluid ounces. This policy attracted much controversy, and a strong theme in the objections was that people’s liberty was being removed and their intentions disrespected.
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            Figure 15

          
          Compare this policy to a 1998 law in the UK that banned the sale of paracetamol (acetaminophen) in packs larger than 32 tablets for pharmacies and 16 tablets for nonpharmacies. This change reversed the upward trend of suicides and poisonings, saving an estimated 765 lives over the following decade.47 The impact on freedom of these policies is very similar: in both cases you can still obtain the product, if you make an additional purchase. But we suggest that most people would perceive them quite differently because of the level of direct and immediate harm involved. One prevents a possible indirect contribution to obesity; the other prevents an immediate and direct contribution to loss of life. Consequences matter.

          So do intentions. Obviously, the ethics of suicide become more complicated as the strength and consistency of intent increase, as debates about assisted dying demonstrate. Our final point is that we need to find reliable ways of understanding intentions concerning a behavior. After all, behavioral science shows that our stated intentions vary greatly according to how choices are presented. Or people may reverse their intentions when it comes to act. Indeed, we may be presented with an ethical dilemma, whereby we need to act to confirm the strength of people’s intentions. In the case of the painkiller packaging, for a substantial number of people the intention to self-harm was not strong enough to overcome the relatively small amount of effort required to go to another store.48

          Ethics need careful consideration. But the reality is that many uses of behavioral insights can be quite quotidian: for example, simplifying processes, reframing information, or changing the timing of an intervention.

        
        
          What Do Members of the Public Think, and What if They Don’t Like Behavioral Insights?

          Public opinion is a common and legitimate concern for those implementing, studying, and critiquing behavioral interventions. Indeed, backlash against policy choices can impose political costs and divert administrative resources. In the private sector, meanwhile, one act of perceived overreach can irrevocably damage market share. So how do we gauge public opinion and the kinds of interventions that are more or less likely to attract a negative response?

          First, we can turn to existing evidence. Research by Cass Sunstein and Lucia Reisch shows widespread, though conditional, support for the types of behavioral interventions (they focus on nudges) that democratic societies have used or considered in the past decades.49 In contrast, government-imposed mandates attract considerable objections. We want to draw out a couple of factors that affect levels of support. Interventions that rely on the Automatic System can be less well received than those that draw on the Reflective System. This is not an iron-clad rule; such designs can be considered acceptable if they clearly represent the best chance of being effective, as may be the case for overcoming self-control problems, for example.

          Support also wanes when the motive for the intervention is unclear or when the likely outcome is a choice that goes against the best interests of the person being influenced. For example, defaulting someone into making a charitable donation—a good cause but not in that individual’s personal financial interest—may cause reactance, while defaulting someone into saving for themselves may not.

          Politics may play an important role here. Researchers have found evidence for a “partisan nudge bias,” whereby people think that the use of a particular behavioral insight is more or less ethical, depending on whether they support or oppose the politician who introduced it or the purpose it is serving.50 When people are asked whether they approve of the use in general of automatic enrollment defaults, right-wingers will find them ethical if the example use was to increase claims by the wealthy for tax breaks, left-wingers if the example use was to increase claims by the poor for income support, and so on. Perhaps the most interesting finding from this study is that people do not have strong or consistent stances on the ethics of nudges as tools per se—their views are driven by the ends that those tools serve. A final point: some argue that the public may become more accepting of behavioral insights as use of the approach spreads. This is the concept of “policy feedback,” which claims that “policies can set political agendas and shape identities and interests . . . they can influence beliefs about what is possible, desirable, and normal.”51

          Nevertheless, if applying our simple ethics framework raises red flags, it may be prudent and helpful to go beyond existing research and ask members of the public directly for their views. Citizen forums, in which randomly selected members of the public are asked to provide their views on a topic, are valuable twice over: first to understand public opinion more deeply, and second to co-design interventions (more on this in the final chapter). Perhaps surprisingly, we have found from our own experience with citizen forums that public opinion often favors more paternalistic interventions than we might have expected. For example, in our work with the Australian state of Victoria’s Citizens’ Jury on obesity, the public was clearly in favor of exclusion zones where unhealthy food cannot be sold and increasing taxes and regulating portion sizes for sugary beverages. These are all interventions that have attracted significant heat when proposed or implemented by governments without public consultation. The Citizens’ Jury helped separate out a representative view from the loudest voices that typically respond publicly to policy proposals.

          In this chapter we have considered some difficult challenges: The evidence base may not be as robust as it previously seemed; the effects and longevity of applied behavioral insights are not uniformly impressive; and ethical questions are not easily answered. However, it is worth noting that some of the criticisms we have outlined are actually mutually exclusive: behavioral insights cannot be both ineffective and dangerously powerful, for example. We end with a reflection from a group of academics who, by their own admission, started out in opposition to the behavioral insights approach. But, they write, “As we become more aware of [its] diverse nature . . . we found ourselves increasingly advocating some of its insights to policy-makers.”52 They suggest that there has been a “caricatured critique” of the approach that “underestimates both its diversity of insights and its potential significance, while overestimating some of its moral implications.” We are inclined to agree.

        
      
    
  
    
      
        6

        The Future of Behavioral Insights

      
      Ten years after the term was coined, the behavioral insights field is at a pivotal point. Its first decade saw the approach attract significant resources, generate attention globally, and expand rapidly into a dynamic ecosystem. Robust evaluation means we know it has brought results. But a clear-eyed look around shows that governments mainly still rely on economists for their core policy decisions; every day, people experience services that are far from easy, attractive, social, or timely; and experimentation often feeds into marginal decisions only.1

      After this period of rapid expansion, some reflection is needed. The approach has proven to be more than a fad, but the movement is still in flux; its legacy is unclear. To fulfill its potential and have enduring impact, those applying behavioral insights must do three main things over the coming years: consolidate, prioritize, and normalize.

      
        The approach has proven to be more than a fad, but the movement is still in flux; its legacy is unclear.

      

      Consolidating is about developing more consistency in the way behavioral insights are applied, confirming the most reliable evidence and theories through replication, and determining how findings vary across cultures and subgroups. Prioritizing is about identifying and pursuing the most valuable new directions for behavioral insights, in terms of both new techniques and new applications. Normalizing is about how to integrate the behavioral insights approach into standard practices for organizations, so it can endure even if attention fades—even if we eventually stop talking about “behavioral insights” as a distinct idea.

      We explore these three actions throughout this chapter. In broad terms, we start by discussing more straightforward technical issues about how we can upgrade and optimize existing practices in the future. We then move on to more challenging questions about the tensions inherent in the behavioral insights approach, tough choices its practitioners will have to make, and what will be required to ensure it survives.

      
        Consolidate

        The preceding chapters have shown that the behavioral insights approach has developed mainly through practical application, rather than following a clear blueprint. Moreover, the growth of these practical applications has been rapid: We have not always had the time to reflect on what is being learned. As a result, the label of “behavioral insights” has been attached to a great variety of activities.2 Nudging is an obvious example. Some have argued that the definition of nudge set out by Thaler and Sunstein has gaps and inconsistencies, and there may be truth in that claim.3 But Thaler and Sunstein are also clear in what nudging is not: taxation or bans, for instance. Yet the term “nudge” has become so popular that it does get applied to exactly these kinds of interventions.4 In the same way, “behavioral insights” has been applied to many activities that have little relation to the evidence and principles we have set out in the earlier chapters—and some initiatives that actively contradict them.

        To a certain extent, we should be relaxed about these developments. Some of them represent valuable adaptations to new challenges (and we propose further adaptations in the following). Since the behavioral insights approach is a pragmatic one, practitioners can leave academics to police the boundaries of concepts like nudging. But there are also pressing reasons to sharpen the way we talk about behavioral insights. The very factors that led to behavioral insights being promoted successfully—intriguing experiments and accessible summaries—also mean that it can be easy to gain a superficial knowledge of the topic, even if real expertise is lacking. The result can be free riders who apply the term “behavioral insights” indiscriminately (often to poor-quality work). Over time, these moves dilute the overall credibility of the approach and confuse those who want to understand or apply it.

        One response is to set out a clearer, tighter definition of behavioral insights. Others can then refer to this definition and use it as a guide to shape practices or call out those who are abusing the term. A stronger set of practices can also form the basis for greater professionalization—and we are already seeing the birth of associations that are planning to create standards and certifications. Of course, we are not saying that every application can or should conform with an idealized approach. But we do think there is a pressing need to provide a coherent account of what that ideal is—which was one of our main motivations for writing this book. Over the longer term, we must move beyond lists of individual heuristics and biases, and focus instead on their relationships with one another and how they fit with the dual-process theories that provide the foundations for behavioral insights.

        As well as solidifying the scope and approach of behavioral insights, we need a discerning look at the underpinning evidence. Which findings should we be using or discarding? The good news is that this work is already being taken forward in a few different ways. One approach is to combine the data from existing studies and work out which concepts or applications seem to have the biggest effect (known as a meta-analysis). As more behavioral insights studies are published, more of these syntheses are emerging. For example, a recent study of nudges in general found many studies of defaults that had a large effect, but fewer studies and weaker effects for precommitment strategies.5 Another study looked just at nudges to change food consumption.6 It found that nudges that focused on shaping the environment (e.g., placement of food) had larger effects than those that focused on shaping opinions (e.g., nutrition labeling).

        The issue with relying on existing studies, as we noted in chapter 5, is that the reliability of some of these studies has been questioned. Several concepts that attracted much attention have since been found to have shaky foundations, including priming, ego depletion, and choice overload. Therefore, ongoing attempts at replicating results are helping us to understand which concepts should be avoided. People applying behavioral insights should both pay attention to these emerging findings and respond the right way. For behavioral insights to have credibility over the long term, we need to be ready to admit that some of our findings may have been one-time results. More than anyone else, behavioral scientists should know that unwelcome information is vulnerable to confirmation bias and cognitive dissonance. Our main commitment should be to “what works,” since the overriding goal is to have an impact on issues in the real world, rather than to maintain theories for their own sake.

        Of course, simply thinking in terms of “what works” is not enough. The behavioral insights approach now also has a pressing need to work out what works for whom, when, and in what contexts. One way of answering this question is to get more variety in our data. We already discussed the need to involve non-WEIRD study participants in chapter 5, and more studies are collecting data on cross-cultural variations in psychology.

        The other approach is to look for the variety in the data we are already collecting. In chapter 5 we touched briefly on differential effects: when interventions work better for some groups than others. Looking at subgroups within the data we collect on trials can help. While running too many tests on subgroups can lead to spurious results, done properly this can create new, robust findings about how groups respond differently to behavioral insights interventions, allowing greater targeting and better results. As computing power and statistical packages have improved, new data science tools have also emerged that can help us do this even more effectively. Predictive analytics, for example, offers new ways of detecting patterns in large amounts of data, which can then generate new conclusions. These techniques were recently applied to the results from an intervention in Mexico that tried to increase savings rates by sending different SMS reminders. The analysis revealed that the reminder performing best overall actually made women under the age of 29 much less likely to contribute than using the other interventions. In contrast, individuals aged 29 to 41 years increased their savings after receiving the same message. Predictive analytics offers a powerful new way of detecting these patterns.7

        As the name suggests, predictive analytics can also help make predictions: It can identify groups that are particularly likely to, say, default on a loan, so they can be offered preemptive help. In our own work, we found that applying these techniques to basic, publicly available information allowed us to reliably predict which medical providers were performing inadequately, such that 95 percent of inadequate providers could be identified by inspecting just 20 percent of providers. The vision is that predictive analytics can allow quicker, more sophisticated identification of groups who behave in distinct ways, while behavioral insights can deal with the “final mile”: designing the most effective interventions to influence those behaviors.

        Currently, though, we just do not have this level of precision in matching nudges to groups and situations. At least, this level of knowledge is not public—it may be possessed by private companies. Behavioral scientists can draw on the best available evidence, but this still means that there is an element of guesswork or professional intuition in selecting which concepts should be applied to which issues or groups. The problem is that the judgments of behavioral scientists are just as vulnerable to bias as anyone else’s. Hindsight bias is likely to be a particular issue. This is where, after an event, people think that the outcome was much more predictable than it actually was before the event occurred (“I knew it all along!”). When behavioral scientists are running experiments, the danger is that unexpected results swiftly become obvious in retrospect, and people forget how uncertain or mistaken they were beforehand.

        One effective way of combating this bias when applying behavioral insights is to force yourself and colleagues—the more, the better—to make a prediction (e.g., “I predict Intervention A will perform best”). Then force those who made the predictions to revisit them once the results are known—perhaps by scheduling a delayed email. Comparing predictions with results has several advantages: it helps you to place the results in context and appreciate how surprising—or not—they are; it provides feedback on how knowledge of the area is advancing (or not); and it helps ensure that our judgments of our abilities are well calibrated. We think prediction rounds should become a standard part of a behavioral insights approach.

        Correcting for biases in selecting interventions can only mitigate the problem, not solve it. The question of what works for whom and when can only be answered by combining more data of better quality, new methods such as predictive analytics, continued testing of interventions, and improved delivery systems (since the risk of errors increases with more complex targeting). A final note of caution, though: apart from the question of can we target interventions at particular groups, should we do so? Many countries have laws that guarantee individuals equal treatment from the public and private sector, regardless of their characteristics. If we find, as in the Mexico savings study, that women under 29 respond differently from the general population, it may not be appropriate or acceptable to target them on this basis. What seems to be more acceptable is when we target people based on their previous behavior—for example, if someone has been repeatedly late with their taxes in the past. But the line of acceptability is blurry, particularly as companies are now using predictive analytics to increase consumption in ways that may not benefit consumers.8

      
      
        Prioritize

        As well as securing reliable and nuanced knowledge about what behavioral insights can do, we need to determine the priorities for pushing the boundaries of the field. One need is to broaden its methods and perspectives, in order to give a fuller account of what drives behavior. Some historical context is required to understand why this need exists. When behavioral insights first came on the scene, much of the research on behavior provided to governments and businesses was based on the premise that people gave accurate accounts of what they did, why they did it, and what they would do in the future. A typical project might be to run a focus group, discuss with participants why they act a particular way, and then ask them how would react to new options (e.g., a revised message or process). The responses would be taken as the basis for policy or commercial recommendations.

        As we have seen earlier, findings from behavioral science suggest that this kind of analysis is flawed. These findings led early proponents of behavioral insights to shape their new approach in reaction to this usual way of doing things. The impact of identity, society, and culture as drivers of behavior was displaced by a focus on dual process theories instead. There was less asking people about their motivations and reflections and more observation of their actions. And behavior was installed as the main outcome measure of value, rather than shifts in attitudes or beliefs.

        These are generalizations, of course—but the behavioral insights perspective was defined in opposition to these common practices in order to show what was new. Now that it has succeeded, the approach needs to broaden out, loop back, and incorporate elements it previously neglected (as well as new ones). This is already happening: applied behavioral science teams are now much more multidisciplinary than their forerunners. In Canada, for example, the federal team sits within the Impact and Innovation Unit, a group that also prioritizes approaches such as design and co-creation.

        It is also increasingly common to pair quantitative approaches, such as randomized controlled trials, with qualitative approaches that can illuminate why something does or does not work.9 Although a good behavioral insights project will be built on an evidence-based theory of change (see chapter 4), sometimes we cannot be sure that the results were produced for exactly the reasons we hypothesized. Conducting qualitative research means we can build a richer understanding: Was the intervention implemented correctly? Did some aspect cause participants unanticipated problems? Even if the outcome was achieved, were there hidden emotional or economic costs for participants?

        Take, for example, a project the Behavioural Insights Team worked on with the International Rescue Committee. The goal was to reduce the use of violence against children by teachers in a refugee camp in western Tanzania. On the scoping trips we used a range of methods to identify the drivers of the issue, working with social scientists who had deep expertise in qualitative research, experts in postconflict and displacement trauma, and—of course—culture and language interpreters. As we moved into the solutions phase we worked with designers to develop interventions that worked in context and, since we knew that teachers would need peer-led support, we used network mapping approaches to identify the most influential individuals within the peer group. We also sought advice from experts in cognitive behavioral therapy, since a key part of the intervention was to help teachers identify triggers that led to habitual violence in their reactions. These collaborations produced a more powerful and nuanced intervention.

        At one level, this broadening out can simply be seen as a case of behavioral insights adopting new techniques. But we think that a more fundamental change could happen. There is a criticism that the approach can be rather mechanistic in practice: experts apply a theory to a practical problem, a change is made, and prespecified outcomes of behavior are measured. While this is a powerful process, it can also be quite linear and static, with one active party nudging and a passive one being nudged. There can be limited opportunities for people to provide feedback on interventions to improve them. In the eyes of critics, this setup creates a “psychocracy” of control.10 Therefore, we think a priority is for behavioral insights to incorporate new thinking on more reflexive, dynamic and nuanced forms of change. Two promising areas are human-centered design and network analysis.

        In its most basic definition, design is about how elements are arranged to achieve a particular purpose. Design always deals with things that are tangible, experienced, and present, rather than with abstractions or theories. Objects or services can be designed to create certain feelings or thoughts, or to invite certain behaviors. In this sense, the use of behavioral insights has always incorporated aspects of design: it is concerned with practical problems (like “choice architecture”) and is sensitive to how the wording of a letter or layout of a waiting room can have a big impact.

        However, the behavioral insights approach to design has been quite top-down: principles of behavior have been used to embed certain ways of acting into the local environment or context. Designing from principles in this way can be successful (see the iMac or iPod), but it has also been criticized for not paying enough attention to users. However, there has been increasing interest in “human-centered design” (or the closely related concept of “design thinking”), which focuses more on trying to understand a user’s needs, map their experiences, and actively prototype solutions with them. Behavioral insights projects could draw on human-centered design more in three main ways.

        First, human-centered design focuses on exploring people’s needs and goals, rather than starting from a target behavior (as in chapter 4). Of course, when dealing with policy there are instances where active steps must be taken to prevent people’s needs being fulfilled (e.g., people’s need to commit certain crimes). But we think the goal for behavioral insights is to pay more attention to people’s needs, while also using its tools to understand the strategies people are using to try to fulfill these needs.

        A very simple example concerns “desire lines.” These are the informal paths, created by footfall erosion, that show the shortest or most desirable routes taken by people—which may not be the ones provided by an official design. Some designers have started to see these paths as an opportunity, rather than a nuisance. For example, universities such as the University of California, Berkeley, and Virginia Tech (Virginia Polytechnic Institute and State University) have waited to see which routes people were taking to cross grass areas, before paving the routes.

        The same principle applies in more complex situations. For example, recently policymakers in the UK have become concerned about capacity problems in the country’s hospital emergency departments. These problems are perceived to be caused by people visiting emergency facilities with only minor ailments. The system planners have created alternative options (like “urgent care centers”) that deal with such ailments in a more efficient way. However, they are not very popular. In this situation, policymakers could use behavioral science to persuade or nudge people to use the “correct” facilities. But a more human-centered approach would look at the “desire lines,” and see that attending emergency departments is completely reasonable. People are confused by the role of the urgent care centers, which are also not prominent and not always open (unlike the emergency department). Therefore, they are using a heuristic for navigating the system—“go to the emergency department”—which is working for them, and which means behavior will be difficult to change. This insight points toward instead adapting the service so people don’t have to change their behavior—perhaps by co-locating the emergency and nonemergency care. In other words, there could be a greater recognition of people’s agency and more attempts to design around existing behaviors, rather than attempting to change them.

        Second, human-centered design places greater emphasis on people’s own interpretations of their beliefs, feelings, and behaviors. The behavioral insights approach does emphasize the need for immersive techniques like in-depth observation, as well as trying to use services oneself. But it has tended to be more skeptical of self-reports, given the automatic nature of behavior and the prevalence of cognitive blind spots. (However, one of the most famous books on human-centered design admits that “people themselves are often unaware of their true needs, even unaware of the difficulties they are encountering.”11) We think there is room to give more weight to how people view their own experience, and to broaden out from the focus on revealed behavior.

        Finally, human-centered design encourages active participation from users (and staff members). We noted before that there are some applications of behavioral insights that work by disrupting the Automatic System, making people pause and engage their Reflective System. For example, the Becoming a Man program for crime reduction appears to work by “helping youth slow down and reflect whether their automatic thoughts and behaviors are well suited to the situation they are in, and whether the situation could be construed differently.”12 The program, based in Chicago, reduced arrest rates by 28–35 percent and increased graduation rates by 12–19 percent.

        The obvious next priority is to combine these kinds of approaches with human-centered design to help people design or redesign their own environments. This relates to Thaler and Sunstein’s vision that nudging can be used widely by “workplaces, corporate boards, universities, religious organizations, clubs, and even families.”13 But it also taps into the facet of behavioral science that claims individuals usually use heuristics effectively and can be empowered to use them better.14

        Of course, there are many environments that individuals struggle to change on their own, indicating that a change in politics or policy is needed. As we discussed in the last chapter, there is a particular case for using the tools of deliberative democracy to discuss policies that draw on behavioral science. But this kind of engagement has wider potential benefits than just debating or approving certain policies—it is also important for a healthy democracy and civic agency.15 And, despite what critics allege, the use of behavioral insights can actually help build that agency.

        At the most basic level, behavioral insights can be used to nudge people to take part in civic activities in the first place. Although this nudge may be operating on the Automatic System, the goal is to ensure that someone takes part in an activity that engages their Reflective System. Then, behavioral insights can be used to design better deliberative mechanisms. Many of these activities take place in groups, but behavioral science shows that groups are vulnerable to issues like group polarization, availability cascades, and self-censorship.16 We can’t just assume that good reasoning prevails in deliberative settings—but evidence-based design makes it more likely.17

        Finally, behavioral insights can spark wider engagement. Let’s return to the example of food consumption from chapter 1. If people actively engage with the evidence that our eating is heavily influenced by features in our immediate environment, they may start requesting policies that address those forces. Indeed, there were signs that this happened in the deliberative forum on obesity in Victoria, mentioned in the preceding chapter, which produced fairly radical proposals. Behavioral insights could have an additional role here, by finding new ways to nudge governments or legislators themselves—and there is evidence that these attempts can actually produce results.18

        This potential is not restricted to the public sector: People could also try to nudge companies. For example, the UK saw the creation of a Fair Tax Mark, which was awarded by a not-for-profit organization to businesses that did not practice any form of tax avoidance. The Fair Tax Mark is a classic nudge, in that it provides a prominent signal to consumers that can shape both consumer and business behavior, without mandating change. But this nudge was created through self-organization to achieve a particular policy goal.

        Human-centered design can go a long way toward engaging behavioral insights with human agency more deeply, moving it further away from a mechanistic worldview, and opening up new frontiers. We think that network analysis holds similar promise. Network analysis concerns how behaviors spread through interactions. The behavioral insights approach has not neglected this question, owing to its roots in social psychology, but it needs to incorporate more of the latest evidence on the topic. While there are many varieties of network analysis, we think that a complex adaptive systems (CAS) approach could be particularly useful. In short, a CAS is a dynamic network of many agents who each act according to individual strategies or routines and have many connections with each other. They are constantly both acting and reacting to what others are doing, while also adapting to the environment they find themselves in. Because actors are so interrelated, changes are not linear or straightforward: Small changes can cascade into big consequences; equally, major efforts can produce little apparent change.19

        An important point is that coherent behavior can emerge from these interactions—the system as a whole can produce something more than the sum of its parts. While we accept that this is true for things like markets, forests or cities, we are only beginning to understand just how pervasive network effects are. For example, a recent study showed how partisan policy divisions may actually be produced by chance, not prior conviction.20 This US-focused experiment recruited participants who identified as either Democrats or Republicans. Participants were placed into one of ten online “worlds,” in which they were asked whether they agreed or not with twenty statements. These twenty statements were about public issues, but had been constructed so that they did not tap into preexisting partisan fault lines. Rather than asking about abortion or gun rights, the questions asked whether participants agreed with statements like “the current lottery based juror system should be replaced with full-time licensed professional jurors” or “social media sites have a positive influence on people’s daily lives.”

        The twist was that in eight of the worlds the participants were told whether mostly Democrats or Republicans were supporting the measure. The political alignment of others on the issues was made visible. But in two of the worlds, participants were not told about the views of others—they were just asked whether they agreed with the statements. The results were striking. When people were not aware of the views of others, there were hardly any differences between Democrats and Republicans in terms of support for the measures. When people could see how others were rating the statements, a strong partisan divide opened up—people aligned with their party.

        But here’s the fascinating part. The topics that fell into the “Democrat” or “Republican” camps varied greatly between the eight different worlds. Sometimes Republicans ended up supporting a new juror system, and sometimes they opposed it. Rather than views reflecting some preexisting ideological stance, partisan alignment seems to be created by “a tipping process that might just as easily have tipped the other way.” The same system effects that lead certain songs or books to become unexpectedly popular21 also drive some apparently fundamental and intractable problems in society.

        Network analysis (and CAS in particular) can help the behavioral insights approach by making it less static, individualistic, and mechanistic. It offers new ways of understanding the impact of interventions that may not be captured by the linear process of RCTs. For example, an experiment in Austria showed that mailing different messages to 50,000 potential television license fee evaders increased their compliance.22 This is a classic intervention along the lines of our example in chapter 4.

        But the authors dug deeper and did follow-up analyses. Using location data, they mapped who lived near whom. They found that a household’s compliance increased if its neighbors in the same network received a letter—even if the household did not receive one itself.23 In other words, the behavioral effects of the intervention were spreading through social networks, as people told their neighbors about it. In fact, these effects were about as large as the impact of receiving the letter itself—5 to 7 percentage points increase in compliance.

        The behavioral insights approach needs more of this kind of analysis. Many RCTs would not measure these kinds of spillovers and would focus only on the individuals who received an intervention. In fact, often the whole point of an RCT is to protect a control group against this kind of “contamination.” Instead, we need to draw more on network analysis to understand how behaviors spread—and how this varies according to different types of behaviors—in order to maximize the impact of interventions. We need “nudge plus networks.”24

        There is a final, broader way that CAS can help. As we noted earlier, behavioral insights projects often take a fairly top-down and linear approach to designing and implementing solutions. However, in complex adaptive systems there may not be a straightforward link between causes and effects. As Herbert Simon observed in 1969, this means we need a different and less directive approach: “When we come to the design of systems as complex as cities, or buildings, or economies, we must give up the aim of creating systems that will optimize some hypothesized utility function.” Instead, we need to understand how we can create the conditions so that individuals and organizations can interact in a way that means the desired behaviors emerge from the system indirectly.

        We have made a start. There is increasing interest in behaviorally informed regulation that focuses more on reshaping the “rules of the game” for public good, rather than trying to target specific behaviors.25 But the truth is that many behavioral scientists join policymakers in suffering from an “illusion of control.”26 This is where we overestimate how much direct impact a policy or intervention will have over events. We are particularly likely to do this if we are dealing with complex adaptive systems where change is not linear—so there is a pressing need to understand how behaviors emerge in those situations.

      
      
        Normalize

        We have written about the need to consolidate the knowledge base for the behavioral insights approach, and the new methods that the approach should prioritize. We want to end by returning to the question at the start of the chapter: how can the behavioral insights approach fulfill its potential?

        
          We need to understand how we can create the conditions so that individuals and organizations can interact in a way that means the desired behaviors emerge from the system.

        

        One obvious route is for decision makers to apply behavioral insights to a range of new problems. The development of driverless vehicles, for example, may not seem to have an obvious connection to human behavior. However, governments and developers around the world are coming to a different conclusion. When Singapore’s Ministry of Transport set up its Committee on Autonomous Road Transport, for example, it invited our colleague Rory Gallagher to be a member.

        Rory’s role was to identify (and propose solutions to) challenges that might arise as a result of the pesky humans. For example, the illusion of control might lead drivers to think they have more sway over whether they get from A to B safely than they actually do, which could lead them to intervene in counterproductive ways. Similarly, one of the most famous examples of superiority bias—the tendency to think oneself better than average—is in self-assessment of driving skills.27 If most people think they are better than average at driving, then will they be willing to relinquish control to a computer when the rubber, literally, hits the road? We think that the growth of behavioral insights means that decision makers are less likely to see these kinds of problems as purely technological ones.

        But not all problems have the same importance—and the criticism we outlined in chapter 5 is that the behavioral insights approach has not had enough impact on the big issues in “upstream” strategic decision making, even though it could contribute much there. To generate that impact, we need to recognize that the solution here is not a technical one that improves the methods of behavioral insights. Instead, we need to see this as a political issue.

        Research shows that, in reality, behavioral insights teams and experts are acting as “knowledge brokers” and entrepreneurs.28 The successful ones recognize the often chaotic nature of turning ideas into practice (whether in the private or public sector), and look for windows of opportunity where they can prove their value. They are looking to develop networks, positions, and tactics that establish their authority and credibility among decision makers. Thus, the real need is to develop the skills of knowledge brokering in order to get the opportunities to influence “upstream” decision making.

        The challenge is that this need creates tension between the three pillars of the behavioral insights approach that we outlined in chapter 1: the commitment to pragmatism gets pitched against the commitment to evidence and evaluation. Always inflexibly pushing for a randomized trial may result in behavioral experts being shut out of upstream decision making. So may failing to recognize that a comprehensive evidence review is not always possible, and that policymaking has to incorporate both evidence and political values. On the other hand, adapting behavioral insights principles too radically cuts against the need for coherence that we discussed earlier in this chapter.

        Therefore, the way to build behavioral insights into upstream decision making is to create a productive balance between rigor and pragmatism. Pragmatism ensures the seat at the table, while rigor gives a better chance of successful outcomes. The longer term goal is that having such a seat at the table will start to improve the way policy and strategy are made in general. The truth is that there are many biases that affect policymaking itself, and we already have proposals that could mitigate them—the key is to get the opportunity to implement these.29

        This brings us to our final point. Over the past ten years, there has been increasing interest in the idea of behavioral insights. However, at some point, this interest may start to ebb and attention may go elsewhere. Other ideas may come along, with their own compelling claims. People may stop deciding to “bring in” behavioral experts, as Rory was for autonomous vehicles. If this is true, then the immediate priority should be to integrate behavioral insights into the standard way that policy is made or organizations are run. That would mean that the practices are resilient to people no longer asking for “behavioral” solutions.

        In fact, you could argue that this is the ultimate goal of the behavioral insights approach. The idea of a “behavioral” solution or approach should become meaningless, since the principles will have become absorbed into standard ways of working. Since, as we said in chapter 1, most policies or services concern behavior, then this is just about improving the way that central function is performed—it is not some kind of optional extra. Rather than talking about “behavioral public policy,” we would just refer to public policy (or corporate strategy) done better. In a sense, stopping talking about behavioral insights may actually be a sign that its true promise has been fulfilled. Until then, there is more to do.

        
          The idea of a “behavioral” solution or approach should become meaningless, since the principles will have become absorbed into standard ways of working.

        

      
    
  
    
      
        Glossary

      
      
        Availability heuristic

        The tendency to infer that things that spring to mind easily are more important or more likely to happen.

        Behavioral economics

        The study of how economic behavior is influenced by factors that are not fully represented in (or that conflict with) neoclassical economic thinking. Behavioral economics uses findings and methods from other disciplines, such as psychology, sociology, and anthropology.

        Behavioral insights

        An approach that applies evidence of the conscious and nonconscious drivers of human behavior to practical issues and evaluates the results, wherever possible.

        Behavioural Insights Team (a.k.a. the Nudge Unit)

        A team set up inside the UK government in 2010 with the remit to apply “a more realistic model of human behavior” to policies and services.

        Big Five

        A widely used taxonomy of personality traits, consisting of five dimensions: openness; conscientiousness; extraversion; agreeableness; and neuroticism.

        Bounded rationality

        An account of human decision making that proposes that people seek a good enough option (“satisfice”) rather than the optimal option (“maximize”) when making a choice.

        Choice architecture

        The way in which choices are structured and presented.

        COM-B

        A model that proposes three factors involved in producing a behavior: capability, opportunity, and motivation.

        Complex adaptive systems (CAS)

        A dynamic network of many agents, which each act according to individual strategies or routines and have many connections with each other. These agents adapt and self-organize, which means that changes are not linear or straightforward and the behavior of the whole cannot be predicted from its constituent parts.

        Compromise effect

        The tendency to “go with the middle option” when presented with a set of options.

        Confirmation bias

        The tendency to seek out, pay attention to, and remember information that confirms a preexisting belief.

        Control

        The group in a randomized experiment that receives no additional intervention beyond business as usual.

        Dark patterns

        The use of choice architecture to sway the decision maker toward an outcome that is not in the decision maker’s best interests.

        Default

        The preselected option that will be taken if no action is taken to override it.

        Deliberative forums/citizen juries

        Involving the public to help inform policy principles and goals by gathering a representative view of what is desired and acceptable.

        Design thinking and human-centered design

        Deploying design principles to understand people’s needs and shape processes, policies, products, and services to best meet those needs.

        Dual-process theories

        Theories that have the common underpinning principle that people have two main ways of thinking: one slow, reasoned, and deliberative, and the other fast, associative, and automatic. Daniel Kahneman characterizes these dual modes of thought as System 1 (fast) and System 2 (slow); Richard Thaler and Cass Sunstein call them the Automatic and Reflective systems.

        EAST

        A framework for organizing insights from behavioral science. Its core principle is that behavior is more likely to happen if it is easy, attractive, social, and timely.

        Ecological rationality

        The idea that the rationality of a decision depends on the context in which it takes place, rather than being based on fixed principles. Heuristics may therefore be the best way of making decisions if they fit well with the environment.

        External validity

        The extent to which the results from one study are generalizable beyond the test population.

        False negative

        A result from a statistical test that indicates there is no significant difference between the treatment and intervention groups where, in reality, a difference exists.

        False positive

        A result from a statistical test that indicates there is a significant difference between the treatment and intervention groups where, in reality, none exists.

        File drawer effect

        The overrepresentation of interesting, novel, or surprising results in academic publications owing to factors that drive researchers to leave their unsurprising or null results in “the file drawer,” rather than putting them forward for publication. Not only does this effect skew perceptions of how likely it is that the average research project will be novel, it also means false positive results are more likely to be published.

        Framing

        The way in which information is presented, especially in terms of emphasis or order. For example, the following phrases are identical in meaning but vary in frame: nine out of ten people pay their tax on time; one out of ten people do not pay their tax on time.

        Heuristic

        A simplified rule, or rule of thumb, that can be used to help make a decision with complex informational inputs. Heuristics are practical, producing results that are sufficient but may not be optimal.

        Homo economicus

        A decision agent that makes decisions solely on the basis of what will maximize value for itself. Homo economicus makes consistent decisions over time, has infinite willpower, and considers all information when making a decision.

        Internal validity

        The extent to which the methods used in any given experiment can reliably allow the researcher to infer causality.

        Intervention

        A planned action taken to achieve a particular outcome.

        Loss aversion

        The tendency to seek to minimize losses, even when the cost of doing so is likely to outweigh the benefits.

        Mental accounting

        The tendency to place money in certain mental “accounts” linked to particular purposes, and to resist moving money between these accounts. This tendency goes against standard economic theory, which treats money as fungible (i.e., can be used for any purpose).

        Mere exposure effect

        The phenomenon whereby familiarity (repeated exposure) to an object or person leads to people liking that thing more.

        Nudge

        An influential 2008 book by Richard Thaler and Cass Sunstein that introduced the concept of “nudging.”

        Nudging

        Designing choice architecture to make it more likely that a decision maker will choose one option over another. These designs incorporate evidence of the nonconscious drivers of behavior, preserve the right to choose, and seek to advance the interests of the decision maker.

        Null hypothesis

        The hypothesis that there is no difference in outcomes between the treatment(s) and control groups in an experiment. The null hypothesis is the starting assumption for an experiment, and is rejected if an appropriate statistical test shows a significant difference between the groups.

        Omission bias

        The tendency to favor not acting over acting when faced with a decision that requires one or the other, partly because we anticipate that not acting will attract less blame. For example, we judge people less harshly if they fail to administer an antidote than if they poison someone.

        Overconfidence

        The tendency for our subjective confidence in our abilities or judgments to be higher than our actual competencies.

        Peak-end effect

        The tendency to judge the quality of an experience based on its peak and final moments, minimizing everything else about the experience as a result.

        Power calculation

        A calculation that uses inputs on the key features of experiment to determine statistical power.

        Predictive analytics

        Applying analytic techniques to large datasets to predict future behavior using information on what people did in the past.

        Randomized controlled trial/experiment/evaluation

        An evaluation method that allows the experimenter to infer whether an intervention affected a measured outcome. It does this by creating a control group, randomly allocating participants to this group or a group that received an intervention, and comparing the outcomes for the groups. See chapter 4 for details.

        Replication crisis

        The failure of many seminal experiments in psychology and scientific fields to find the same results when rerun.

        Sludge

        A specific form of “dark pattern” in which friction or hassle is introduced into a process to discourage the user from completing it.

        Social proof/social norms

        The tendency to take our cues from others and behave in line with our perceptions of what is normal or usual.

        Statistical power

        The probability that an experiment rejects the null hypothesis when a difference in outcomes of the treatment and control groups truly exists. Statistical power ranges from 0 to 1. As power increases, the chance of a false negative result decreases.

        Temptation bundling

        Pairing a necessary but unappealing activity with one that is appealing in order to motivate completion of the unappealing activity.

        Treatment group

        The group in a randomized experiment where members receive the intervention.

        Utility

        A unit of measure that denotes the value of an activity, good, or service for the consumer or beneficiary.

        WEIRD population

        A study population, overrepresented in academic literature, that is primarily from a culture that is Western, Educated, Industrialized, Rich, and Democratic.
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