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        Series Foreword

      
      The MIT Press Essential Knowledge series offers accessible, concise, beautifully produced pocket-size books on topics of current interest. Written by leading thinkers, the books in this series deliver expert overviews of subjects that range from the cultural and the historical to the scientific and the technical.

      In today’s era of instant information gratification, we have ready access to opinions, rationalizations, and superficial descriptions. Much harder to come by is the foundational knowledge that informs a principled understanding of the world. Essential Knowledge books fill that need. Synthesizing specialized subject matter for nonspecialists and engaging critical topics through fundamentals, each of these compact volumes offers readers a point of access to complex ideas.

    
  
    
      
        Preface

      
      Neurolinguistics is the study of the neural bases of human language. It describes the anatomical structures (networks of neurons in the brain) and physiological processes (ways for these networks to be active) that allow humans to learn and use one or more languages. Neurolinguists may study how particular languages—English, French, American Sign Language, or any other—are processed in the brain, but the goal is ultimately to describe the neural foundations of the human capacity for language as such.

      As its name suggests, neurolinguistics is the result of the confluence of neuroscience and linguistics (and several other disciplines, as we will see). Alternative denominations are occasionally used, including “cognitive neuroscience of language” and “neurobiology of language.” These labels are largely equivalent, but they emphasize different disciplinary contributions to research on language and the brain—from linguistics, cognitive psychology, or neurobiology. The role of theoretical linguistics is especially important. In order to study how the brain represents and processes language, it is often useful to know first what is being represented and processed: the formal structures of language at the levels of sound, grammar, and meaning. Neurolinguistics is also closely related to psycholinguistics: the study of language processing and acquisition using the full range of methods of theoretical and experimental psychology.

      This book presents the essentials of modern neurolinguistics in a concise, engaging, yet precise form. It is intended primarily for students who are approaching the subject for the first time, for the scientist next door, and for the curious reader who wants to learn what is going on in our head when we acquire, use, or lose our precious language skills. A book of this kind should perhaps keep a safe distance from the frontiers of current research, where theory is put to the test and new results are generated and debated. However, that is not always possible or desirable. Essential knowledge of a field may also include knowledge of what is currently unknown: questions that can be posed confidently and rigorously but cannot yet be answered. It is the responsibility of the author to flag any contradictions between studies, open problems, or current controversies, along with more or less established methods and results.

      By writing this book, I have taken on the challenge of deciding what is worth including in it and what is not. I feel therefore obliged to remind readers (and myself) that all scientific knowledge is invariably accessed and presented from some particular viewpoint. This book is no exception. Neurolinguistics is too diverse and too dynamic to capture from a single perspective accurately and completely (and to the full satisfaction of all of its practitioners). All I can do is encourage readers to read this book and then move on to other literature on the topic. The endnotes and the further readings at the end of the book are a good place to start.
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        Historical Introduction

      
      You may not have heard about neurolinguistics before, but you may have heard of neuromania: the recent fascination with anything neuroscientific, especially if accompanied by colorful pictures of the brain “in action.”1 Is neurolinguistics yet another case of neuromania? The short answer is no. So far as one can tell, there is no general fad for language in the brain, and whatever interest there is in it has a long and rich history, predating many developments in cognitive neuroscience (the study of human brain structures and functions) and linguistics (the study of human languages). Research on language in the brain did not need a mature linguistics and a mature neuroscience to get started. In fact, some of the early results in neurolinguistics were instrumental in launching the enterprises of modern linguistics and modern cognitive neuroscience.

      A comprehensive history of neurolinguistics has yet to be written, and the origins of the term neurolinguistics are still largely undocumented.2 We may identify three major turning points in the history of speculation and, eventually, research on language in the brain. The first was an empirical breakthrough: the discovery by Paul Broca around 1860 that damage to certain parts of frontal cortex can be accompanied by impaired speech production. The second was a theoretical breakthrough: the proposal by Noam Chomsky and others around 1960 that language is a computational system, formally defined by a finite vocabulary plus a finite set of rules that can be used to generate an infinite set of sentences. The third was a technological breakthrough: the introduction and diffusion around 1980 of methods for in vivo neural measurements in humans and of computers for the analysis and simulation of experimental data.

      For better or worse, neurolinguistics today is shaped by those theoretical and methodological choices. We still view language as a computational component of the human mind, we still try to map specific linguistic processes to specific areas of the brain, active at particular times, and we still rely on high-tech measurements and data processing techniques for getting, analyzing, and modeling experimental results. Let us review in more detail how neurolinguistics became what it is.

      
        The Pioneers and the “Diagram Makers”

        The idea that speech and language are manifestations of specific capacities of the human organism dates back to antiquity.3 Descriptions of cases of speech disorders in the presence of traumatic head injuries became relatively more frequent during the Renaissance and early modern period,4 but it was only in the nineteenth century that a connection between speech disorders and brain lesions was proposed. Franz Joseph Gall (1758–1828) was likely among the first who made that connection explicit. His version of “faculty psychology” was original and influential.5 Gall argued that the mind is organized as a hierarchy of faculties that (1) are defined by their content (e.g., language, mathematics, music), (2) may be innate in humans or other species, (3) are distinct from and independent of each other, and (4) are localized in parts of the brain distinct from and independent of each other. Gall also noted that there are disorders limited to the “faculty of speech,” and that would be impossible if speech was not localized in a particular part of the brain.6 Gall put forward a simple idea that—in virtue not of being right but of being testable using the methods available at the time—contributed to the emergence of early empirical research on the brain bases of language.

        The neurological doctrines circulating in the early nineteenth century included the thesis that any region of the hemispheres can take up a given function (equipotentiality), proposed by Jean Pierre Flourens (1794–1867), and the law of symmetry by Xavier Bichat (1771–1802), implying that if a brain area for speech or language exists, it should be an area in both hemispheres—a “bilateral area.”7 At that time, the question was not so much where precisely in the brain language and speech would localize. The issues were rather whether they would localize at all and whether they would localize in areas of one hemisphere but not the other. Different positions were possible, depending on how one would frame and answer each of those two questions. For example, Jean-Baptiste Bouillaud (1796–1881), on the basis of analyses of the site of brain lesions in patients with impaired speech, proposed that speech would be localized in the frontal lobe of the brain and concluded that Gall was correct. However, Bouillaud assumed that the human brain was symmetrical. Therefore, if speech could be localized, it would be in the frontal lobe of both hemispheres.

        Paul Broca (1824–1880) is usually credited with the discovery that aspects of speech or language are not just localized in the frontal lobe; they are also lateralized to the left hemisphere. Others before Broca, including Marc Dax (1770–1837), had argued that spoken language was in the left hemisphere. But Broca had the data, and he published them at what retrospectively seem to have been the right time and the right place. In a series of communications to the Anatomical Society in Paris in 1861, he described the cases of two patients, Leborgne and Lelong, who had enormous difficulty producing speech, except for a very few “articulated sounds that are always the same and always produced in the same manner.”8 Broca reported that both men could “hear and understand” spoken language, could easily produce “vocal sounds” and move their tongues and lips more “expansively and energetically” than is required to articulate speech, and were “fully intelligent.”

        These observations allowed Broca to conclude that, in both patients, what appears to be compromised are not input (auditory) and output (motor) systems but rather the “faculty of articulated speech.”9 Broca examined Leborgne and Lelong’s brains on autopsy and he observed that both had extensive damage to the left frontal cortex in a region he referred to as the “third frontal convolution” (figure 1). “The integrity of the third frontal convolution, and perhaps of the second, seems indispensable to the exercise of the faculty of articulate language. In Leborgne and Lelong the lesion lies behind the middle third, opposite the insula and precisely on the same side” (the left), Broca concluded.10

        Did Broca aim to test the hypotheses that speech is localized in the frontal lobes and lateralized to the left side? And did he actually claim he had evidence for both? This is not the place for historical controversy, but it may be worth mentioning that Broca’s views evolved in the years between 1860 and 1865. Broca had never been a fervent supporter of the localization and lateralization theses: his “conversion” was “slow and effortful,”11 and he detached gradually from the doctrines of equipotentiality and symmetry of Flourens and Bichat. For him, the Leborgne and Lelong cases were one opportunity to test Bouillaud’s hypothesis that speech resides in the frontal lobes or the prediction that a patient who was unable to speak would present frontal lesions. It was not an issue whether the faculty of language could be localized frontally or at all, or whether the faculty of speech was left lateralized. Broca did claim that the frontal injury in Leborgne and Lelong was “the cause of loss of speech,” confirming Bouillaud’s view.12 However, he was also careful to avoid general claims about the language faculty, and he only eventually accepted the possibility that speech could be lateralized to the left hemisphere.
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          Figure 1 Photographs of the brains of Leborgne (a, b) and Lelong (c, d).

        
        It was the task of the next generation of researchers to study other components of speech and language in the brain. Carl Wernicke (1848–1905) could examine cases of patients with different symptoms and lesions compared to Broca’s patients, who presented limited ability to produce speech but had good comprehension—what became known as “Broca’s aphasia.” Wernicke described patients whose speech is rapid and effortless but may lack relevance and coherence, and whose speech comprehension abilities are impaired; this pattern became known as “sensory aphasia” or “Wernicke’s aphasia.” Wernicke also described patients who could still articulate and understand speech, but where repetition was impaired—“conduction aphasia.” As the title of his landmark 1874 publication indicates (Der aphasische Symptomencomplex), Wernicke was aware that there was a “symptom complex” of aphasia, not a single or uniform disorder, awaiting explanation.13 Wernicke’s answer was the first model of language in the brain (figure 2), which was bound to have a huge impact, lasting to this day.
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          Figure 2 Wernicke’s diagram model of speech processing in the brain.

        
        For Wernicke, spoken language is supported by a set of interconnected centers: gone is the notion that a single “grand region” of the cortex is the basis for a single “mental faculty.”14 These are a center for “motor images” of words, corresponding to the left frontal cortex, as identified by Broca (figure 2, y), and a center for “auditory images” of words in the posterior superior temporal gyrus (figure 2, x). These centers are connected anatomically (Wernicke also put forward a hypothesis concerning the fibers that would provide the link), they receive inputs from auditory nerves (a), and they relay outputs through motor nerves (m).

        These centers and connections can be damaged, and each lesion can cause a specific speech or language disturbance.15 Disruption of acoustic nerves (a) can cause deafness, while disruption of motor nerves (m) can cause paralysis of speech—not aphasic symptoms. Damage to the motor images center (y) can cause Broca’s aphasia, where speech is not correctly articulated. Damage to the auditory images center (x) can lead to sensory aphasia, where speech cannot be decoded and made intelligible. Finally, damage to links between the motor and auditory centers can cause conduction aphasia: if the transfer of information between these centers fails, the patient has difficulty expressing the intended thoughts or repeating words that are spoken to them.16

        Wernicke is the last pioneer of neurolinguistics and the first of the so-called “diagram makers,” as Henry Head (1861–1940) would later call the early aphasiologists.17 His everlasting contribution is the first connectionist model of language in the brain, with both predictive and explanatory power. Today we view the language system effectively as a network of brain regions that collectively perform certain functions or tasks and where individual regions participate in several functions or tasks. Wernicke was responsible for an early shift toward this view, away from strict localization. He also believed that concepts would be distributed across the brain and so would not be localizable, as motor and auditory centers were. Ludwig Lichtheim (1845–1928) adopted and developed this insight.18

        Versions of Wernicke’s model—also known as the Broca-Wernicke-Lichtheim model or the Broca-Wernicke doctrine—were advanced until recently. Sometimes these were genuine and substantial updates of the model, as in a proposal by American neurologist Norman Geschwind (1926–1984).19 But others were caricatures popularized as “the” standard neurological model of language. A recurrent simplification is that Wernicke’s auditory images center is the brain’s speech comprehension center, while the motor images center is the brain’s speech production center. His view was instead that the two centers (plus the distributed concept centers) contribute different processes to speech production, which is always the result of the joint operation of several nodes in the network.

        Much modern aphasiology was a sustained attempt at testing and revising Wernicke’s model—a series of footnotes to Wernicke, one might say. But was nineteenth-century research on the brain bases of speech really neurolinguistics, or was it “just” neurology or aphasiology? The ideas and results of Broca, Wernicke, and others were not yet neurolinguistics, but they provided the initial impulse to its development before they could be integrated with linguistic theories during the twentieth century. Early attempts at integration were made with structuralism: the theory of language as a system of signs, such as sound-meaning pairings, formulated by Swiss linguist Ferdinand de Saussure (1857–1913).20 But a leap forward came only with generativism, the theory that language is a computational system—a finite set of rules for generating sentences—made precise by linguist Noam Chomsky.

      
      
        Neurolinguistics and the Cognitive Revolution

        At the turn of the twentieth century, it must have seemed clear to discerning linguists that language was in some sense “in” the brain. For example, Saussure remarked in his Cours de linguistique générale (1916) that language exists as a “sum of imprints deposited in each brain.”21 But recognizing that it is so is an altogether different matter from proving it with the methods of the sciences. Broca, Wernicke, and others had shown that productive and receptive speech had their seat in the brain. But they left the much bigger issue of the localization of the general faculty of language untouched, as Broca readily conceded as soon as 1861. Approaching that question required a better understanding of language, specifically of syntax and semantics, than was available for most of the nineteenth century. Aphasiology and the neurology of language had to morph into neurolinguistics proper.

        How that happened is a complex and untold story, but there were three critical junctures. First, John Hughlings Jackson (1835–1911), among others, noted that identifying the anatomical causes of a symptom is not the same as localizing a function. This paved the way for inclusion of psycholinguistic methods into aphasiology, in particular of controlled lab experiments outside the clinic. Second, it became clear that speech and language were about phrases and sentences, not just words. Heymann Steinthal (1823–1899) was among the first to distinguish word-level (aphasia) and sentence-level (acataphasia) disorders.22 Adolf Kussmaul (1822–1902) introduced the term agrammatism for a spectrum of deficits relating to the syntactic organization of sentences. Third, linguistics began to penetrate aphasiology, for example, through the work of Roman Jakobson (1896–1982), who argued that output deficits in Broca’s aphasia reflect the breakdown of the syntagmatic (sequencing) axis of language, while input deficits in Wernicke’s aphasia reflect the breakdown of the paradigmatic (lexical selection) axis.23 Jakobson’s linguistic approach to aphasia, in particular its structuralist emphasis on language as a formal system, today seems much more sophisticated than that of most of his contemporaries.24 But it is only with subsequent developments in linguistics, in the mid-twentieth century, that neurolinguistics could start to get a firmer grasp of syntax and semantics in the brain.

        One breakthrough came in the 1950s in a series of papers by Chomsky, where he combined techniques from logic and mathematics with earlier analyses by Zellig Harris (1909–1992) on so-called syntactic transformations, such as the rules that transform active sentences (“The boy ate the candy”) into passive ones (“The candy was eaten by the boy”). Chomsky proposed transformational-generative grammar as a theory of linguistic syntax—eventually, just generative grammar (GG). A GG is unlike the grammars we were taught in school. At bottom, a GG is a procedure for constructing sentences.25 Initially, it was a finite set of rewrite rules; for example:

        
          	A.	S → NP VP

          	B.	NP → Det N

          	C.	VP → V NP

        

        where S is a sentence, NP a noun phrase (e.g., “the boy”), VP a verb phrase (e.g., “ate the candy”), Det a determiner, N a noun, and V a verb (rewrite rules where words are the terminal symbols may also be included—for example, Det → the, N → candy, N → boy, V → eat). A rule X → Y allows us to rewrite the left-hand symbol X as the right-hand symbol Y, for example, a sentence S as a sequence of a noun phrase and a verb phrase [NP VP], applying rule A. Let us gloss over the question whether this toy GG generates all and only the well-formed sentences of English (it doesn’t), and consider how it generates the syntactic structure of “The boy ate the candy.” We start from the symbol:

        
          S

        

        We apply rule A to S, and we obtain:

        
          [NP VP]

        

        Then we apply rule B to NP and rule C to VP, and we get:

        
          [Det N] [V NP]

        

        Finally, we apply rule B to NP again:

        
          [Det N] [V [Det N]]

        

        Each application of a rewrite rule leaves a trace in the final structure: the brackets [ ] are the fingerprints of the generative procedure. The final structure is hierarchical, as each phrase (e.g., [Det N]) can be embedded inside some other phrase (e.g., [V [Det N]]). The procedure is recursive, as each rule can be applied to the result of applications of itself or other rules: rule B is used twice, recursively, in the derivation. This formal approach can be extended beyond syntax—for example, to phrasal and sentential semantics.

        Before the advent of generative grammar, logicians and philosophers were already developing formal systems and languages for various purposes. But it was Chomsky, in the 1950s, who designed formal systems that could be used to capture key properties of natural language syntax (it had not been tried before) and who, in the 1960s, wed the formal approach to a view of “generative grammars as theories of human linguistic competence” (earlier research on formal languages was decidedly antimentalistic).26 This blend of formalism and mentalism in linguistics contributed to the emergence of the so-called computational theory of mind and eventually cognitive science: the interdisciplinary study of mind, embracing areas of philosophy, psychology, linguistics, and neuroscience. Some have dared call these developments a “cognitive revolution,”27 while others have argued that it was in fact a return of linguistics and psychology to their (European) “mentalistic roots.”28 Many would agree that the computational theory of mind has changed how scholars and educators understand human cognition—its structure and its capabilities.29

        What did that imply for neurolinguistics? In essence, it brought to completion and fruition the movement toward a mature neurolinguistics initiated several decades earlier. First, innovative experimental techniques were developed by psycholinguists, including George A. Miller (1920–2012) at Harvard, a close associate of Chomsky. Aphasiologists gradually adopted those new methods, for example, at the Boston Aphasia Research Center, established and led by Norman Geschwind and Harold Goodglass (1920–2002). Second, the emphasis shifted from words to sentences and from stimulus-response associations to the formal, hierarchical structure of complex cognition and behavior. Third, linguistic theories were actively used as predictive and explanatory tools in studies of language processing and acquisition. For the first time, in the late 1960s and early 1970s, it became possible to ask questions on the “psychological and neural reality” of specific operations posited by theoretical linguistics (such as transformations).30

        In the 1960s, the term neurolinguistics emerged,31 the first “grand synthesis” of linguistics and neurobiology was proposed by Eric Lenneberg (1921–1975),32 and the community began to organize itself, with the founding of societies and the journal Brain and Language in 1974. The editorial of the first issue, by Harry Whitaker, reads: “The nascence of such fields as physiological psychology or, more recently, neurolinguistics, is simple evidence that many recognize the value of an enlarged conceptual base and new analytical tools in the complex area of language, the brain, and the interrelationships between them.”33 With much foresight, Whitaker saw that a radical technological transformation was coming to the field of neurolinguistics: “the development of new techniques and refinements of old ones which presage even more remarkable advances and insights in the future: event-related slow potentials of the brain, three dimensional X-ray analysis of brain tissue, mathematico-logical systems for linguistic analysis and psycholinguistic analyses of aphasia” are only a few examples of the technologies and methods that would shape neurolinguistics as we know it today.

      
      
        Neurolinguistics and the Technological Revolution

        During the 1970s, researchers in neurolinguistics began to use methods for recording electrical brain activity online in healthy participants (electroencephalography, EEG) and for measuring variations in the electrical currents (event-related potentials, ERPs) generated by the brain in response to external events (e.g., stimuli) or internal actions (e.g., decisions). In the 1980s and 1990s, scholars in Europe and the United States showed that some of these signals changed rapidly and in systematic ways in response to experimental manipulations of linguistic stimuli—for example, if a sentence ends with a word that is unexpected in that context (“. . . we eat bread and socks”) or if a sentence contains a grammar error (“. . . they throws the toy on the ground”).34 It turned out that the brain produces different responses, at different times, to anomalies of linguistic form and content. This led researchers to speculate on the separability of systems for meaning and grammar in the brain: a topic of considerable debate even today (more in the next three chapters). EEG and ERP methods were extensively tested, perfected, and applied over the past three decades to several questions concerning language processing and acquisition in various populations and age groups. Other techniques for tracking neural responses to language have been adopted by many neurolinguists, including magnetoencephalography (MEG), electrocorticography (ECoG), and other direct measures of electrical brain activity, such as intracranial EEG (iEEG). These methods can provide detailed information on the timing of linguistic processes and, increasingly, on the underlying physiological mechanisms.

        In the 1980s, it became possible to detect changes in the concentration of glucose or oxygen and hemoglobin in brain tissue with positron emission tomography (PET) or functional magnetic resonance imaging (fMRI) and to build maps of active brain regions, superimposed on anatomical three-dimensional scans. With the wider diffusion of these tools taking off in the mid-1990s, neurolinguists could finally “see” how the human brain responds to language, in vivo, noninvasively, and in exquisite spatial and temporal detail.35 Reassuringly, the first imaging experiments on language comprehension were compatible with the neurolinguistic lore. For example, an fMRI study by Marcel Just and colleagues, published in 1996 in the journal Science, showed that Broca’s area (in the left inferior frontal cortex) and Wernicke’s area (in the left posterior superior temporal cortex) were active as a function of the syntactic complexity of the sentences that participants were processing. Such activation was overall stronger in the left hemisphere in these two regions than in their right-hemispheric counterparts.36 Hundreds of fMRI experiments on language have been published since then, and fMRI remains a prime imaging method in many areas of human neuroscience, including neurolinguistics.

        Most EEG and fMRI data sets contain millions of data points: millions of different numbers organized into a matrix or a higher-dimensional structure. Collecting and analyzing (and storing) so much data would be impossible without digital computers. The computer is the protagonist in the recent history of neurolinguistics: as a mathematical concept, it inspired the computational theory of mind, and as a physical object, it enabled experimental research on larger samples, longer laboratory sessions, and better-controlled conditions than was previously possible. Neurophysiology and computing have changed the whole research pipeline in neurolinguistics and, more generally, in psychology and neuroscience: data and ways to handle them today shape every step of inquiry, from study conception to publication.

        

        The technological revolution has also changed how theory is developed and tested: it has become common to construct computer models of various linguistic processes, such as a program that learns to assign a syntactic structure to a given sentence, and to use such models to generate or “simulate” data that are then compared to experimental observations. The social structure of the field has evolved too: research on language in the brain today is performed by large, interdisciplinary teams of highly skilled specialists, working in different countries on short-term grants. Broca, Wernicke, and arguably even Jakobson would find today’s computer-aided neurolinguistics alien in comparison to the solitary, low-tech efforts that characterized their daily work.

        
          The computer is the protagonist in the recent history of neurolinguistics.

        

        

        We have come to the conclusion of our brief history of neurolinguistics. A few remaining gaps will be filled later. Consider now the picture that emerges from the narrative. The “neuro” aspect is a thoroughly experimental enterprise that uses the latest technologies to measure brain activity and synthesize these recordings in the form of models: spatiotemporal representations of activation waves in the brain. The “linguistics” aspect is an intensely formal project that produces logico-mathematical accounts of how complex linguistic structures can be derived from simple elements. Can these very different modes of inquiry and spheres of reality—biology and mathematics, matter and mind—be integrated instead of only juxtaposed? The adventure of contemporary neurolinguistics begins here.
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        Mapping Language in Brain Time

      
      Language happens instantaneously. We do not experience time lags or gaps between intending to say something and actually saying it, and between hearing or seeing what our conversation partner says and understanding its meaning.1 Yet everything that happens, happens in time. Producing and understanding language are no exception. However, language happens at timescales much smaller than what human observers normally experience—what we may call “brain time.” In the brain, multiple complex processes are typically carried out in parallel in timescales on the order of 10 to 100 milliseconds (1/100 to 1/10 of a second). That is why it is important to use methods with sufficient temporal precision to study language as it unfolds in real time.

      What do neurolinguists want to know when they try to determine the timing of the neural processes underlying language comprehension and production? We can answer this question using an analogy: a sprint race. Sensors or cameras at the finishing line measure the time it took for each athlete to get there from the firing of the starter’s gun. That tells us how fast each runner has been. But what we (also) want to know is the order in which the runners have reached the finishing line. To do that, we have to compare individual times so as to rank them from first to last. Even if we add, say, 1 second to each athlete’s time, the order of arrival remains exactly the same, though individual records could of course change. We apply a similar logic when we study language in brain time. The relative temporal order of linguistic processes is more important than their absolute timing, although information on the latter is needed to draw conclusions on the former. Did process A happen before B, or the other way around, or did they occur simultaneously? In neurolinguistics, we often try to answer questions of this general form (examples to follow). But why do we care?

      The human brain is quite a fast computing machine, fast enough for most tasks of adaptive or survival value for the organism—else presumably we would not be around to tell this story. But digital computers are often faster in many tasks amenable to algorithmic analysis, including aspects of language processing.2 What is special about the brain, and about the human brain in particular, is its architecture: how different processes are woven together—sequentially or in parallel—so that information is handled efficiently and can be transferred or translated seamlessly across modules or components of the system, from perception to action and vice versa, often via commonsense reasoning. If I told you, “She poured herself a cup of coffee and left the room,” you would probably understand that she has left the room with a cup of coffee. Not only are you translating speech signals into meaning; you are also inferring the intended meaning, even though I never explicitly said that the cup left the room with her. Humans are remarkably adept at interpreting the given input actively, even creatively, but machines much less so. This cannot be a matter of speed, or computing power, or data, since computers can harness more of those than we do. It is a consequence of the architecture that evolution has endowed our brains with. Obtaining experimental data that can reveal the actual sequence of linguistic processes is one way of peering into that most elaborate architecture.

      
        Event-Related Brain Potentials

        Until not too long ago, researchers could study the relative timing of cognitive processes only indirectly by measuring behavioral response times—an industry known as mental chronometry.3 One could show, for example, that reading sentences involving grammatical transformations (active to passive, affirmative to negative) takes about 1 second longer than reading affirmative active sentences.4 This may tell us something about language (some structures actually are more complex than others) or about mental grammars (that they deploy something like transformations, for example). But it does not tell us much about the architecture of language in the brain. In spite of the ingenuity and elegance of much chronometric research, behavioral response times are not the right tools to address core neurolinguistic questions.

        Event-related brain potentials (ERPs), encountered in chapter 1, are a much more sensitive and powerful method for addressing questions about the time course of linguistic processes. In a typical ERP experiment, carefully controlled auditory or visual stimuli (speech or text) are presented to a participant while the EEG is being recorded from a number of electrodes placed on the surface of the person’s head, usually in an elastic cap (figure 3). The EEG is amplified, and noise is removed by averaging over multiple repetitions of the same stimulus events. This procedure reveals voltage changes in the EEG that occur at fixed time latencies from the onset of the stimulus—so-called time-locked activity: these voltage changes are ERPs. The ERP signal appears as a sequence of peaks and troughs (figure 3), called ERP components,5 whose temporal latencies (in milliseconds, abbreviated as ms or msec) and amplitudes (in microvolts, abbreviated as μV) are the main variables of interest. One could then ask whether modifying linguistic stimuli in particular ways (e.g., by introducing a grammatical error or an unexpected word in context; see chapter 1) affects the latency or amplitude of some ERP components. By means of clever experimental designs, one can isolate the ERP components that vary in response to changes in one aspect of the stimulus but not others. If one can also associate a single linguistic process to the stimulus manipulation used, then one can suggest a link between that linguistic process and the observed ERP signals, effectively “mapping” language in brain time.
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          Figure 3 Event-related brain potentials (ERPs). Reprinted with permission from L. Osterhout, J. McLaughlin, and M. Bersick, “Event-Related Brain Potentials and Human Language,” Trends in Cognitive Sciences 1 (1997): 203–209.

        
        Much of what we know on the timing of linguistic processes comes from ERP experiments, although many more techniques are available now for measuring brain activity as it unfolds in real time—MEG, ECoG, iEEG, and others. Furthermore, we can now apply advanced data analysis procedures even to EEG data, extracting information that would be effectively lost in the ERP averaging process. In this chapter, we focus on ERP studies on language in brain time, with an eye to some of these other techniques. The reason for this choice is not—I hope—methodological conservatism (“old methods are better than new ones”) but the fact that ERP research has produced a mass of results that still await explanation. Sometimes in science we like to move on not because we have explained “old” results, but because new technologies or methods become available.6 Yet new tools won’t make old (or different) data go away.

      
      
        Processing Speech Sounds

        All forms of language—spoken, written, signed, and so on—have a physical basis, and sound is the physical basis of spoken language. Speaking involves modulating sound waves with our vocal apparatus, and conversely understanding speech requires analyzing the complex, noisy sound waves that hit our eardrums.7 Phonetics investigates the physical basis of speech, namely the acoustic signal as such (sound waves) and the organs that subtend its production and perception. Phonology describes instead the abstract categories which constitute the basic repertoire of spoken sounds of human languages. For example, the syllable /ba/, from the point of view of phonology, is the same unit of speech, irrespective of the volume, pitch, tone, and rate that different speakers, in different situations, may use to produce it. What matters is the invariant features of /ba/ and how these relate to the characteristics of other (phonetically similar) syllables, such as /pa/. Neurolinguistics is interested in two issues: (i) How does the brain transform sensory representations of sound into perceptual representations of speech, i.e., how does it translate phonetics into phonology? (ii) Are representations of speech sounds in the brain abstract and categorial?

        Three ERP components are relevant to the study of phonological processing in the brain: the auditory N1 and P2 (or N100 and P200, so called because they appear as, respectively, a negative peak around 100 ms from stimulus onset and a positive trough around 200 ms from stimulus onset) and the phonological mismatch negativity (PMN, or mismatch negativity, MMN, shown in figure 3).8 In general, these components reflect preattentive responses: they are modulated by properties of the stimulus even if we are not paying attention to them. The N1/P2 complex is automatically evoked by all sounds, not just speech sounds. However, the amplitude or latency of the N1 (and of its magnetic counterpart, M1) can also be modulated by features of speech. For example, these early components in EEG or MEG signals are sensitive to vowel category independent of pitch or speaker variation,9 and they may be modulated by feedback of the speaker’s own voice during speech production.10 These results show that speech perception is category based from the outset: the brain very rapidly extracts salient phonological information from the speech input, probably in less than 200 ms. Also, at such an early stage of speech perception, the brain can tell whether the inputs that the auditory system is receiving are self-generated or externally generated—whether one is hearing one’s own voice or another’s voice speaking.

        We also know that speech processing—like virtually any other perceptual and cognitive process in the brain—is predictive: the brain is never waiting passively for new input to arrive; it is always trying to anticipate the next stimulus in a sequence and the outcomes of the organism’s own acts. Moreover, there are different kinds of prediction, which may engage different predictive systems in the brain. Predictions may rely on knowledge of regular phonological properties of speech or, equivalently, acquired phonological patterns in a given language, which would make certain sequences of sounds more likely to occur, that is, more predictable, than others. Based on this prior knowledge, as speech unfolds in time, the brain actively generates a model of the current stimulus and its possible continuations. These internally synthesized representations of speech are then compared with the actual input, and the error (the difference between the internal model and the input) is fed back to the system for online correction.11

        The brain may also generate a momentary model of a stimulus sequence, focusing on some salient acoustic or phonological dimensions while ignoring others. Studies on the MNN suggest that the brain identifies abstract speech sounds in artificial sequences, for example, in series of acoustically nonidentical /t/ sounds, and that it can quickly determine, within 300 ms at most, whether novel sounds in the same sequence do (or do not) belong to the same phonological category; for example, the consonant /t/.12

        Finally, predictions may propagate across sensory modalities. In face-to-face conversation, we normally see articulatory movements on the interlocutor’s face, and we may even see them before we hear the speech sounds the interlocutor is producing. The time lag may be tiny, but it is sufficient for the brain to use this visual information to try to predict speech. In ERPs, this is reflected by changes to the N1/P2 evoked by speech, when speech can be predicted based on the preceding visual input.13 Speech processing is categorial, predictive, and multimodal from the get-go.

      
      
        Processing Word Meaning in Context

        Going back to the issue of the temporal order of linguistic computation in the brain, it is not surprising that in speech comprehension, the first processes to leave traces on ERP signals are phonological. But what is next in line? Individual sounds are strung together until a word is recognized; for example, the sequence of phonemes /bə’nɑːnə/ is recognized as the word banana. Within the stream of sounds that constitute a phonological word, there is always a point (also called its recognition point), which may precede the last phoneme, when it becomes clear which word it is (I discuss word recognition in reading in chapter 7). When a word is found in the speech stream, very different processes kick in: the perceptual phase of language processing gives way to its cognitive phase. Lexical information is activated about the internal structure of the word (Is it the singular banana or the plural bananas?), its syntactic properties (Is it a noun or an adjective?), and its meaning. Usually this information is accessed very quickly and in parallel. However, the goal of speech and language processing is to assign meaning to the input, not to carry out a complete, detailed grammatical analysis—unless the situation requires it. The brain attempts to compute meaning as soon as possible, even though only partial information is available about the internal structure of words and of the sentences in which they occur.

        The amplitude of the N400 ERP component (figure 3) is sensitive to how well the meaning of a particular stimulus word suits the preceding linguistic or nonlinguistic context. Suppose you are hearing or reading the sentence fragment, “He spread his warm bread with,” followed either by a word that fits the context well, such as butter, or by a word that does not, like socks. The amplitude of the N400 would be larger in the latter case, as if the brain had to do more work to process the less appropriate or less expected word. But the N400 is not the brain’s own internal warning signal: it is not an all-or-none response produced by the detection of an anomaly or violation of semantic appropriateness or expectancy. The N400 is rather a graded neural response to continuously varying properties of the stimulus, such as semantic appropriateness, expectancy, and others.14 For example, given the fragment, “He took a sip from the,” the amplitude of the N400 would be larger for transmitter, a bit reduced for waterfall, and smaller still for bottle.15 In general, the N400 does not seem to care about whether the preceding context is structured in any way—logically or syntactically, say—or even about whether the context is speech or language or something else entirely, so long as semantic information is present in it and is made available for processing incoming words. Research on the N400 has shown that meaning is activated as soon as a word is recognized and that this activation process is sensitive to information already available from the context.

        
          The goal of speech and language processing is to assign meaning to the input, not to carry out a complete, detailed grammatical analysis.

        

        From the point of view of linguistics (semantics), the gradedness of the N400 response presents a puzzle: What is word meaning if it is activated dynamically, perhaps even probabilistically, and as a function of fit with the context? I will not try to answer this question here, except to note that not all semantic theories can explain this fact equally easily. Neurolinguistics admits that discoveries at the level of brain structures and processes can inform linguistic theories and perhaps assist in choosing among alternative theories.16 In neurolinguistics itself, the debate is what exactly the N400 reflects: Does it only reflect activation (“semantic retrieval,” to use the computer metaphor) or also integration of the word’s meaning into a representation of the context?17

        No single measure of human brain activity provides full access to the underlying neural dynamics. This implies that the N400 can offer only a partial picture of processing meaning in brain time. MEG research shows that the N400 is one result of the activity of several distinct neural sources and subcomponents: what appears simple is in fact complex.18 Moreover, other reliable neural responses, related to semantics, have been observed that precede or follow the N400 in MEG or EEG signals.19 The emerging picture suggests that from the moment of word recognition for at least half a second, the brain is engaged in activating meaning, relating it to stored knowledge, and determining what a word refers to in the given context.

      
      
        Processing Grammatical Structure

        EEG and MEG studies of spoken language comprehension show that phonological properties of words are processed very rapidly in the service of lexical recognition. As soon as the brain identifies each word in the input, it proceeds with activating their meaning and using that information to infer the intended message. These semantic processes tend to be complex, slower, and more diluted in time, and they engage different mechanisms in multiple brain regions. What is the role of grammar in this? Linguists believe that the grammar of the language—morphology and syntax—is necessary to compose meanings in the right way. Even if we soften this claim somewhat and admit that grammar is at least often useful to recover meaning, the question remains: How do grammatical processes unfold in brain time?

        The first grammar-related ERP wave to be identified was the P600 (P stands for the positive polarity of its peak, and 600 is its approximate peak latency in milliseconds) or SPS (syntactic positive shift; figure 3).20 A larger P600 was observed in response not just to grammatical anomalies or violations (structures that no grammar would generate or license) but also to syntactically ambiguous or complex sentences at specific points during processing. A fragment like, “The broker persuaded,” can continue either as a simple active sentence (“The broker persuaded the man to sell the stock”) or as a reduced relative clause construction (“The broker persuaded to sell the stock was sent to jail”), where the relative pronoun who and the auxiliary verb was are not expressed (“The broker who was persuaded to sell the stock was sent to jail”). Syntactic analysis in the latter case seems more difficult to pursue, and indeed a larger P600 is found in response to the infinitival marker to, comparing similar constructions with transitive or intransitive verbs (e.g., “The broker persuaded to” vs. “The broker hoped to”). One can complete these two fragments in a way that vindicates the reduced relative analysis: “The broker persuaded to sell the stock was sent to jail” versus “The broker hoped to sell the stock was sent to jail,” which is obviously ungrammatical. A larger P600 was observed at the word at which it becomes clear that the second sentence is not well formed: readers could try guessing which word it was as an exercise.21 The P600 seems to reflect the brain’s own internal perceptions of well-formedness (what is grammatically viable and what is not) and of grammatical complexity (what requires extra processing). These perceptions change dynamically as the stimulus sentence unfolds.22

        Is it at all correct to talk about “internal perceptions” of grammar? Isn’t the grammatical structure of words and sentences given with the input? Grammaticality is defined as an objective property of sentences. In theories of syntax, once the formalism and the basic representations are fixed, one can (objectively) determine whether a given sentence is grammatical. The sentence, “The broker hoped to sell the stock was sent to jail,” should come out ungrammatical on any adequate theory of syntax. But the brain does not always agree with the way syntactic theory classifies sentences: it may perceive certain grammatical sentences as ungrammatical, and vice versa. That is partly because the form and meaning of sentences are not given with the input; what is given is just sound waves hitting the tympanic membranes or photons bouncing off the retinas. Grammatical structures are assigned by the brain in response to sensory stimuli with a specific goal: recovering the most plausible intended meaning.

        A working hypothesis is that the brain can generate word-by-word interpretations of the input string, guided at each step by knowledge of grammar. However, it does not necessarily do that as a default. Instead, the system processes each content word (nouns, verbs, adjectives, and so on) in an effort to reconstruct the most probable meaning of the clause or sentence, given background or contextual information. This process is partly manifested by the N400: content words that do not fit semantically with the context, prior knowledge, or the preceding sentence fragment can increase the N400’s amplitude. The brain may then compare the resulting semantic representation to an analysis of the input string, checking whether the reconstructed meaning is consistent with the syntactic structure of the sentence. If it isn’t, a P600 effect may be elicited. It follows that a P600 can also be produced when the sentence is grammatically well formed but inconsistent with the meaning suggested by the content words. For example, “The hearty meal was devouring the kids” is an acceptable English sentence: no theory of syntax would stamp that as ungrammatical. The problem here seems to be that the verb devouring does not sit well with the inanimate subject: hearty meals don’t devour kids or anything else. If the brain took syntax as a given, then it would process this sentence as semantically anomalous, and we should see an N400 at devouring. It turns out that a P600 is found instead.23 Why? What may be happening here is that the brain computes a probable meaning for the sentence where the meal is devoured by the kids, temporarily ignoring grammatical cues (the suffix “ing”): this occurs in the N400 frame. However, the brain would soon detect a conflict between this “attractive interpretation” and the actual grammatical structure of the input; this is reflected by the P600. A process of semantic construction by association (N400) is followed by a kind of internal reality check that effectively uses the grammatical information derived from the input (P600).

        If this view is correct, grammar does not necessarily guide semantic interpretation step by step: syntax may not precede and feed into semantics. Turning a famous dictum on its head: “Semantics proposes, syntax disposes.”24 One role for grammatical processes is to constrain the semantic representations that the brain computes autonomously based on the meanings of content words. On this account, grammar would be a latecomer to the language processing party, as the latency of the P600 indicates. This is the kind of conclusion we can draw from ERPs on the relative order of linguistic operations. Of course, there may well be early grammatical processes. In fact, ERP research shows that violating word-level grammatical constraints (e.g., of word form or word category) can modulate the LAN (left anterior negativity) component, approximately coinciding temporally with the rising flank of the N400.25 But there is no evidence for early phrase- and sentence-level syntax, preceding and feeding into semantic interpretation.26 Syntax may, however, play a prominent role in language production. There, it may serve as a necessary interface between meaning and sound, regaining the prime function it has in linguistic theory. As for many other neurolinguistic issues, for this one too, the jury is still out.

        
          One role for grammatical processes is to constrain the semantic representations that the brain computes autonomously based on the meanings of content words.
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        Mapping Language in Brain Space

      
      The project of neurolinguistics is to trace language back to its roots in the brain. As a preliminary step, this may require mapping linguistic processes in brain space and brain time. What brain networks are causally responsible for particular linguistic processes? When do they get engaged in a given task? A popular metaphor in the early 2000s was that of a “movie” of cortical activity. If only we could reconstruct that kind of detailed spatiotemporal picture of what is going on in people’s heads when they produce, understand, or learn language, we would be in a position to answer the deepest questions of neurolinguistics. Or would we?

      Jerry Fodor famously wrote, “If the mind happens in space at all, it happens somewhere north of the neck. What exactly turns on knowing how far north?”1 Indeed, it may not be clear what we actually learn when we learn that a certain part of the brain “lights up” when people carry out a mental task. But that is only because it is too easy to be impatient and assume that a spatiotemporal map of brain activity is itself the answer we are looking for. It isn’t. The true aim of neurolinguistics is to address “how” questions—questions of architectures and mechanisms. It is doubtful that those can be addressed without answering “when” and “where” questions first. Mapping is a necessary first step.

      In chapter 2, I explained why answering “when” questions is so important. If we know whether processes A and B happen in parallel or sequentially, and in what order, then we gain information about the underlying architecture of the system—a first step to understanding the system in causal, mechanistic terms. What about “where” questions? Take linguistic process A: What do we learn by discovering that brain area or network X, and not Y, Z, and so on, is activated by A? Not much, if little else is known about the functions of X, but possibly quite a bit if more is known on X’s roles in other cognitive processes. So, for example, we might discover that nouns denoting concrete objects, like ball or fork, recruit partly the same areas engaged by visually perceiving or manipulating those objects. Perhaps word meaning builds on perceptual and pragmatic object knowledge? These are the kinds of explanatory links that can be put forward and tested using brain imaging data.

      Each higher-order area of the brain is likely involved in several mental functions. That is what makes the spatial mapping approach to language particularly promising. We can learn a lot about language in the brain just by studying what other functions are carried out by cortical regions that are traditionally associated with speech and language, such as Broca’s region or Wernicke’s region (chapter 1). We can then try to establish a common denominator between the different functions carried out by area or network X, and try to explain linguistic processes in terms of those more basic or shared common denominator computations. This rules out the possibility that there are functionally specialized and language-dedicated areas of the brain: regions that only do language and nothing else. That is not the case. Language has emerged (relatively) recently in our evolutionary history, likely recycling preexisting neural circuits.2 That is exactly what makes the spatial mapping enterprise so exciting and worthwhile. If there were one or a few brain areas fully and exclusively dedicated to speech or language, we would not learn much by discovering just where they are in the brain. Indeed, nothing would turn on knowing “how far north.”

      
        Functional Magnetic Resonance Imaging

        Information about active areas of the brain can be gleaned from common neurophysiological measures such as EEG. However, in those cases, one often faces a damning inverse problem: there are mathematically infinitely many configurations of neuronal sources in three-dimensional brain space that can account for the electromagnetic effects—potentials or fields—observed over electrodes or sensors in two-dimensional surface space. Imagine a translucent paper dome, with some light bulbs beneath the surface coming on and off as time goes by. A small, round patch of light on the dome’s surface can be either the projection of a diffuse light halo from a nearby bulb, or the result of a tighter beam from a stronger source farther away, or the combined effect of several converging beams. Identifying the physical source of the light patch is hard. The space of possible solutions is huge. That is what makes source localization of M/EEG effects difficult unless one has some prior expectations as to where those effects may be generated in the brain. For example, early auditory ERPs are generated in the auditory cortex. This information constrains the search space to fewer solutions. But clearly, the more information one has on possible cortical sources, the lesser the gain in showing that a given surface M/EEG effect actually localizes there. Discovery of spatial maps of cognitive processes, as opposed to perceptual and motor ones, is possible but generally hard with M/EEG data.

        
          We can learn a lot about language in the brain just by studying what other functions are carried out by cortical regions that are traditionally associated with speech and language.

        

        Tools like fMRI and fNIRS (functional near-infrared spectroscopy) allow neuroscientists to measure directly in three-dimensional brain space, removing at the root the hard problem of mapping effects on 2D surfaces to their neuronal sources. What we can measure with fMRI is not neuronal activity as such, and not even its associated electromagnetic effects, like local or diffuse potentials or fields, but rather neuronal metabolism.3 Brain cell activity is powered by glucose and oxygen, supplied via blood flow. Neuronal activity leads to increased local oxygen consumption. Even small changes in oxygen levels in blood flow can be detected in fMRI. In a typical experiment, the participant lies supine inside a magnetic resonance (MR) scanner (a computer-controlled magnet) while attending to the stimuli and a task (figure 4). Anatomical and functional images are derived from different MR signals in the course of an experimental session. Functional scans are obtained in an experimental task (involving some manipulation of the stimuli) versus a baseline task. Task-specific neural metabolism is calculated by subtracting the baseline activity from the experimental activity and can be visualized by overlaying the resulting functional images to the anatomical images. These activation maps are shown as colorful pictures in which some brain areas appear to be on and others off. In reality, fMRI data are smooth spatial maps that allow us to infer (indirectly and probabilistically) which regions have been more or less active in the few seconds following the stimuli. Increasingly diverse data types are pulled from MRI signals, providing clues not just on which brain regions are active and when, but also on how they are wired together and on how activation patterns encode information.
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          Figure 4 Functional magnetic resonance imaging. Source: Reprinted with permission from E. A. DeYoe, P. Bandettini, J. Neitz, D. Miller, and P. Winans, “Functional Magnetic Resonance Imaging (FMRI) of the Human Brain,” Journal of Neuroscience Methods 54 (1994): 171–187.

        
      
      
        Is Language a Whole-Brain Affair?

        Philosopher and psychologist William James, in his classic book, The Principles of Psychology (1890), wrote that “the entire brain, more or less, is at work in a [hu]man who uses language.” Was James correct, or is that an exaggeration? James was mounting a critique of the radical localizationist thesis that a “faculty of speech” exists in the mind and a “center of speech” in the brain—an idea we encountered in chapter 1, originally articulated by Gall and defended by Broca. James knew from the work of Wernicke and others that our capacities to produce and understand speech rest on networks of cortical regions, not on a single center. The brain’s speech network comprises Broca’s and Wernicke’s areas, respectively, in the left inferior frontal and left superior temporal cortices, anatomical connections between them, and a number of other regions contributing in various ways to speech and language. Recall, for example, that Wernicke and Lichtheim understood that concepts or meanings were stored throughout the cortex—a distributed system in modern jargon. If that is true for spoken language, it is also true for language in general—written, signed, and so on.

        One challenge for imaging research is precisely that language tasks activate large portions of the neocortex and even some subcortical structures, older than the neocortex in evolutionary terms. James was right, “more or less,” and fMRI research confirms it at every turn. Language depends on large-scale networks, for two important reasons. One is that language is multimodal, as we saw in chapter 2. The input we receive during face-to-face conversation is hardly ever limited to auditory input (speech) and often includes visual input. In addition, speech is common but is far from being the only means of linguistic communication. Text and sign are two other systems we use to externalize thoughts for the purpose of communication. Several types of gestures can accompany speech, sometimes providing information that effectively adds content to the message being conveyed verbally. In general, discourse happens in rich sensory environments, and communicative interaction requires that both speakers and hearers undertake actions of various sorts; speaking, signing, and gesturing are three clear examples.4 What does this imply for language in brain space? We cannot hope to reduce language in the brain to a single network that carries out abstract computations of the kind envisaged by formal linguistic theories. Language also engages sensory and perceptual systems (e.g., auditory, visual, somatosensory), action systems (e.g., executive and motor control, social cognition), and others.

        The second point is that even considering only the cognitive side of things, language builds on computational systems beyond syntactic structure building (see chapters 1 and 2). Phonological and semantic processes play a key role, in addition to reasoning to and from interpretations (logical and commonsense inferencing; recall the coffee example from chapter 2), inspecting the contents of interpretations (to ask questions when we realize that information is missing, for example), various learning and memory processes (such as to encode and store the meaning of a new word), and more. These processes engage networks that do not belong to sensory or motor systems, but activations are broadly distributed across the frontal, temporal, and parietal lobes.5 It is difficult—some might say pointless—to try to draw a line between “core” linguistic computations (phonology, syntax, and semantics) and supporting processes, like inference, learning, and memory. A working premise is that language builds on multiple brain networks. It is not a system (unlike vision) but rather a system of systems, recruiting different networks depending on the task, given information, and available internal resources.

      
      
        On Perisylvian Language Networks

        Is there a set of brain areas that are reliably engaged in language comprehension and production regardless of the task, given information, and available resources? A cortical network that is robustly involved across variable conditions in language experiments may deserve the title of “language network.” Here, it is important not to think in terms of brain areas necessary and sufficient for language. This is rather a question of invariance: we are asking whether there is a set of brain regions that “light up” consistently across different experiments and that may also be expected to activate in the next experiment. It turns out that there is a large cluster of cortical areas around the Sylvian fissure, the deep sulcus that separates the temporal lobe from the frontal lobe, that meets this requirement. This part of the brain is sometimes called “perisylvian cortex” or the “perisylvian language network” (figure 5).6

        Some of these regions are more active in response to speech, in particular the auditory cortex and portions of the superior temporal gyrus, including the classical Wernicke’s area. Together, these regions form a system that translates auditory input into phonological representations of speech by using phonological words and their constituents as the relevant units of analysis and (abstract, categorial) linguistic representation.7 The superior temporal cortex hosts circuits specialized for auditory speech processing, which, however, appear to be organized similarly in humans and some other primate species.8 There is increasing evidence that different aspects of the auditory input, including (intelligible) speech, are analyzed in several subregions of the superior temporal gyrus bilaterally.9 Wernicke’s region—the posterior part of the superior temporal gyrus—was originally believed to be crucial for speech perception and comprehension, that is, part of the receptive speech system. More recent work has cast doubt on this idea. Speech-specific activations are found in areas of the superior temporal cortex (figure 5) surrounding the auditory cortex and anterior to Wernicke’s. The latter region seems to be more involved in one specific process leading to speech production: the retrieval of the phonological material to be articulated.10
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          Figure 5 Speech and language regions in the left perisylvian cortex. Source: Reprinted with permission from P. J. Monahan, “Phonological Knowledge and Speech Comprehension,” Annual Review of Linguistics 4 (2018): 21–47.

        
        Mid and posterior parts of the middle temporal gyrus and of the superior temporal sulcus are often activated in response to auditory, written, and signed linguistic stimuli. Occasionally these activations extend posteriorly and superiorly to temporo-parietal areas, especially the angular gyrus and the inferior parietal lobule, and to the anterior portion of the temporal lobe. In general, the middle temporal cortex is activated as a function of the presence of content (semantics) or structure (syntax) in the stimuli, with stronger activations, for example, when words have multiple unrelated or related meanings (homonymy or polysemy).11 This brain region most likely represents lexical information, specifically information about the syntactic and semantic properties of words, while neighboring dorsal and ventral portions of temporal cortex likely serve as interfaces with phonological and orthographic systems, respectively.12 The left posterior middle temporal gyrus is also active when signers perceive sign language sentences, suggesting that the representations it contains are not tied to phonological or orthographic codes and are independent of modality of presentation.13 This region is among the neural generators of the N400, which is consistent with the hypothesis that it represents lexical semantic information that can be quickly activated on word recognition.14 Anterior sections of the temporal lobe, especially in the left hemisphere, have been implicated in the semantics of abstract words and in forms of conceptual combination between content words (e.g., a noun and an adjective).15 These results are consistent with the role of the temporal lobe as part of the brain’s semantic or declarative memory system, possibly with a direct role in computing aspects of linguistic structure and meaning.

        Another functionally important area of the perisylvian language network—according to some, the most important region—is Broca’s region, often taken to correspond to the posterior and middle portions of the inferior frontal gyrus in the left hemisphere: the posterior bit roughly coincides with the traditional Broca’s area and overlaps with the site of lesion in Broca’s two patients (see chapter 1). The terms Broca’s region and Broca’s complex are sometimes used to refer to a larger lump of the left inferior frontal gyrus than Broca’s area. None of these labels is used particularly consistently in the neurolinguistics literature. This has been a source of some confusion and incongruity in published studies. In classical models of speech and language, from Wernicke to Geschwind and beyond (details in chapter 4), Broca’s area was seen as a part of the speech production network and was argued to be involved in the articulatory stages preceding the preparation and execution of speech motor programs. Broca’s area is a sweet spot for speech production, also by virtue of its proximity to and connections with the insula and with the premotor cortex, which provide inputs to primary motor cortex—the part of the brain that controls the execution of bodily movements.16

        Imaging studies have largely confirmed this view for Broca’s area specifically, but they have also broadened our understanding of the functions of adjacent segments of the left inferior frontal gyrus, that is, of “Broca’s region” at large (figure 5). This work indicates that Broca’s region is activated during speech production and comprehension, and indeed in production and comprehension of language, regardless of input and output modalities—signed, written, or spoken. Activation of this region seems to depend on the well-formedness or complexity of the inputs or outputs (along several dimensions, including structural and semantic), and it appears to be often coupled with activity in other regions of perisylvian cortex, in particular posterior temporal regions.17 This frontotemporal coupling, and in general the functional interactions between Broca’s and other regions, are largely supported by complex patterns of anatomical connections: white matter fiber bundles linking two distant areas of the cortex. It is via these connections that cortical areas can talk to each other and perform computations that give rise to cognition and behavior.18

      
      
        Mapping Language or Linguistics?

        Mapping language in brain space and time is a necessary preliminary step toward providing mechanistic explanations of how language is represented, processed, and learned by humans. The role of theoretical linguistics—the formal study of linguistic structures—in this enterprise is the subject of much debate. To study how the brain represents and processes language, we must specify what is being represented and processed. Linguistic theory should guide neurolinguistic investigations. If this is correct, the best approach to mapping language in the brain would be to try to map specific structures and operations posited by linguistic theories. Ideally, one should use structures and operations that are posited by all or most linguistic theories on the market, or structures and operations that have exact or approximate equivalents across theories.

        This approach has been quite successful in phonetics and phonology, where there is significant agreement on the basic units of representation: the features that make up the abstract categories of individual consonants and vowels. In the standard analysis due to Roman Jakobson and Nikolai Trubetzkoy, the elementary units of speech are defined by distinctive features, such as where air is compressed on its way out (e.g., the lips) and whether the vocal cords vibrate. A series of experiments using direct recordings from the cortical surface have shown that such phonetic features are encoded in several subregions of the superior temporal gyrus,19 in a format that seems largely invariant with respect to many contingencies of speech perception (recall chapter 2). The building blocks of phonetics have now been roughly mapped in brain space, but not all details have been filled in yet. What about other areas of linguistics?

        The attempt to connect formal linguistic operations to specific brain processes has been much less successful but nonetheless instructive. For example, studies have tried to link Merge in recent versions of generative grammar (the operation that takes two syntactic objects and forms a new one—for example, {red, balloon} from {red} and {balloon}) to activity in portions of the left inferior frontal gyrus.20 But similar operations (if not formally, in terms of the processing predictions they make) are postulated in other frameworks, such as Unification, which also puts together fragments of linguistic structures into larger units depending on specific constraints. Unification in syntax and semantics has been shown to engage parts of the left inferior frontal gyrus.21 In some proposals, this brain area is assigned a more specific syntactic function (e.g., movement),22 while in other models it serves the function of a short-term memory crutch in support of sentence processing.23 The “battle for Broca’s region” is still raging, but it is worth noting that this part of the brain, like other regions, is not specialized for language or syntax and likely performs a range of functions.24

        In semantics, researchers are looking for correlates of meaning composition—the syntax-driven operation that combines typically predicates and arguments into logically interpretable expressions: for example, “laugh(x)” and “ann” into “laugh(ann),” for the sentence “Ann laughs.” But so far, composition has proved elusive and difficult to tease apart from other syntactic or semantic processes.25 Logical and pragmatic aspects of language comprehension have been related to the function of frontoparietal networks, in some cases providing novel explanatory links between language and other cognitive domains—for example, quantifiers (like all, some, most, few) and magnitude and number processing, or pragmatic inferencing and social cognition.26 Figurative language, such as metaphor, is another area that has been in focus recently, with a growing number of linguistic analyses and fMRI experiments on the topic.27 Neurolinguistics is taking its first baby steps toward understanding how the brain runs the “software” described by theoretical linguists.

      
    
  
    
      
        4

        Models of Language in the Brain

      
      Why do scientists build theories and models of the world? Are the results of observation and experiment not enough for us to understand how things work? Sometimes they can be, but often the systems we are interested in are too complex and dynamic for us to be able to figure them out just by crunching data, even if our powers of measurement and observation are augmented by the latest technologies. In science, understanding is usually achieved by means of some kind of theoretical construct, which can be anything between a compact set of mathematical equations and a computer simulation of a specific process. Empirical data can provide information for steering the theory in the right direction. But this works best when theory is used to guide observation and experiment, so that very specific questions can be answered. Scientists are primarily engaged in theory development and model building, and as philosopher Bas van Fraassen has eloquently put it, “Experimentation is the continuation of theory construction by other means.”1

      Neurolinguistics too is concerned with developing theories, and most neurolinguists recognize that empirical data should at least play the role described above. Yet the brain has so far frustrated our best efforts at modeling it. It is a peculiar computational environment, unlike anything humans have engineered (think of, or rather don’t think of, a digital computer). This has two key consequences. First, exploratory research tends to be valued in neurolinguistics. Sometimes there just is no theory available that may guide experimentation and modeling, or perhaps extant theories are not applicable for various reasons. It then makes sense to run well-controlled experiments asking broad questions that emerging theories could build on. For example, the N400 and P600 (chapter 2) were discovered that way. On that approach, one can at least establish robust measures that can be used in future experiments. Fruitful discoveries can happen outside a theoretical frame: neurolinguistics has thrived on such discoveries for a long time.

      The second effect of the brain’s complexity is that it is easier to construct models or simulations that represent, often in a simplified and idealized way, the causal structure and the functional role of relevant neural processes than to summarize the workings of the system in a compact set of equations. In neurolinguistics, as in human neuroscience in general, concrete modeling tends to take precedence over abstract theory. This facilitates understanding by capturing brain processes at intermediate or low levels of analysis, at which cognitive architectures, algorithms, and mechanisms are specified. Neurolinguistic models are designed so as to remain close to data and be easily modifiable based on the evidence. Such models are ductile by design, which is both a feature and a bug: neurolinguistic models that are easier to repair are also more difficult to criticize and reject.2

      
        Linguistics, Psycholinguistics, Neurolinguistics

        How can one make models of language in the brain harder to change in the face of new data, so that we can learn not just from data as such but also from failures of the model? One approach is to embed neurolinguistic models—causal descriptions of what happens when and where in the brain during language processing—into formal theories spanning multiple levels of analysis. In language science, the relevant levels are fairly straightforwardly provided by linguistics (the level of the phonologic, syntactic, and semantic structures that the brain stores or builds online), psycholinguistics (the level of the architecture and algorithms effectively employed by the brain in structure building), and neurolinguistics (the level of the neurobiological machinery that runs those algorithms).3 We need precise, cognitively plausible linguistic theories to describe the algorithms that the brain may be using and to guide the discovery of the underlying cortical mechanisms. Theories and models at each level must constrain theories and models at every other level: it all has to hang together. This makes piecemeal adjustment of theories and models by sparse data points much harder. Internal consistency is just as important as empirical adequacy, and theories may be criticized and rejected for failing to meet either criterion.

        
          In neurolinguistics, as in human neuroscience in general, concrete modeling tends to take precedence over abstract theory.

        

        Let us consider some of the fundamental constraints that theoretical linguistics and psycholinguistics impose on neurolinguistic models before discussing in greater detail a few models currently on the market. In what follows, I use language understanding as an example. A key requirement (and here linguists of all persuasions would probably agree) is that the brain must assign meaning to the input, using at least knowledge of word meanings but usually also syntax and externally available information about the speaker, the context, and the goals of the exchange. Exactly what kinds of linguistic or nonlinguistic information can be used in the process of meaning construction is still an open subject of inquiry, but one can at least map the space of possibilities. Understanding can sometimes proceed based only on the meanings of content words in the input (nouns, verbs, and so on) and knowledge of plausible ways in which words can be combined (chapter 2): semantic systems may compute meaning autonomously.4 On other accounts, grammatical information is obligatorily used to derive interpretations, as required by theories in formal semantics. The question then is how much syntax goes into the interpretation process.

        Another question is how the brain can go beyond the meaning of given words and plausible semantic relations, if not by computing grammatical structure. Context is one of the prominent factors here. Linguistics has provided formal models of how certain classes of referring expressions pick out specific times and places (e.g., the here and now), thus anchoring meaning to the context of the utterance. Also, it is now well understood how different words can co-refer in discourse, such as noun phrases and anaphoric pronouns, as in, “A man owns a cat. He feeds it every day.” Moreover, logical or pragmatic inference is often required to recover the intended meaning: “Could you close the door?” should be interpreted as a request to close the door, and not as a question on the hearer’s capacity to do it. Finally, language is rife with figurative meaning, which exceeds the capacity of a compositional theory (constituent meanings + syntax): idioms, metaphors, and other forms of speech are ubiquitous in language use.5 In what way are these insights from linguistics constraints on neurolinguistic models? Neurolinguistics should explain the neural mechanisms that support not just the syntactic and semantic composition of words in sentences, but also the interpretation of discourse in context and inference to the intended figurative or pragmatic meaning.

        Neurolinguistic models must also be constrained by results from psycholinguistics, which has a rich tradition of theoretical and empirical inquiry, predating both modern (formal) linguistics and neurolinguistics as such.6 It is a highly diverse field methodologically that has generated some of the most robust findings of all human psychology. Four sets of results are particularly relevant here: together, they illuminate the architecture and algorithms supporting language processing.

        First, words and their meanings are not retrieved from memory as discrete bits of information. Instead, they are distributed structures whose activation can be sensitive to properties of the words themselves (e.g., their frequency in the language), relations with other words, and information already available in context. This makes the computation of phrase, sentence, or discourse meaning dependent on the situation and the long-term structure of human memory.

        Second, language comprehension is incremental: it unfolds as the input comes in, in general word-by-word or even morpheme-by-morpheme. Consequently, the system can make decisions or commitments that might have to be revised at later stages; for example, “The horse raced past the barn fell,” may be analyzed as a simple active sentence up to the noun barn, but fell implies a reanalysis such that “raced past the barn” is a relative clause.7 Recomputation occurs routinely across levels of linguistic form and meaning.

        Third, language processing is open to influences from internal or external sources of multimodal information that contribute to constructing or disambiguating meaning (e.g., visual perception; chapters 2 and 3). Such information is typically used as soon as it becomes available, exploiting interactive, parallel processing in the brain.

        Fourth, meaning representations built online are good enough for understanding, but often they are not as rich and detailed as the structures assumed by theories of syntax and semantics. Also, phonological, morphological, and syntactic information may be used in the construction process but may be disposed of once meaning has been established.8 At least these constraints from linguistic and psycholinguistic research, and possibly others, should be used to build and evaluate current models of language in the brain. Below, I briefly present three models that have been most influential in recent years.

      
      
        Current Models of Language in the Brain

        Classical models of language in the brain—by Gall, Broca (if early localizationist hypotheses count as models), Wernicke, Lichtheim, and others—are limited at least in that they lack one or more computational components combining words and meanings into syntactic and semantic representations of phrases, sentences, and discourse. For most of the nineteenth century, the requisite linguistic insights were largely lacking, and for most of the twentieth century and up to this day, despite advances in the formal sciences, it has proved arduous to use insights from theoretical linguistics to uncover how the brain computes linguistic form and meaning given sensory inputs. In other words, except for some restricted areas of linguistics (particularly phonetics and phonology; chapter 3), it has been unexpectedly difficult to transfer knowledge from linguistics into neuroscience and to use it to discover new facts about the organization of language in the brain. Still, at least three current proposals have tried to do just that: use some of the best available insights from linguistics to shed light on the neurobiology of language.9

        The first is a model by Angela Friederici, in which syntax plays a pivotal role.10 The theoretical starting point is the latest version of generative grammar, where syntactic structures are derived via recursive application of a single operation, Merge (chapter 3). Merge takes two syntactic objects, for instance, the words blue and sky, and puts them together into a new, more complex syntactic object, say the noun phrase “blue sky.” Merge requires additional machinery to produce syntactic representations of natural language sentences, such as algorithms for labeling each object with its part of speech (e.g., noun, adjective) and for ordering merged objects (merge produces only unordered sets). For instance, the order of the adjective and the noun in noun phrases may differ across languages (“blue sky” in English vs. “cielo blu” in Italian). In Friederici’s own model, Merge is executed by the posterior portion of the left inferior frontal gyrus (Brodmann’s area 44, or pars opercularis), while the required additional syntactic operations may involve other frontal and temporal regions.

        The Merge area in left inferior frontal gyrus (IFG) is assumed to support structure building early on in the comprehension process. Friederici is one proponent of the syntax-first hypothesis, where local syntactic structure is built up before meaning (recall chapter 2 for a discussion). Anatomically, this core area for syntax is part of a broader network that also includes regions of the left posterior temporal lobe, connected by bundles of white matter extending dorsally, in the shape of an upsloping arc, spanning temporal and frontal areas. Friederici’s model has tight links to other influential neurolinguistic hypotheses, for example, by Andrea Moro, Yosef Grodzinsky, and others on the role of the left inferior frontal cortex in syntactic processing.11

        The second proposal is the MUC model by Peter Hagoort, which assumes three cortical components of the language system: a Memory component, containing lexical (phonological, syntactic, and semantic) representations of the building blocks of the language (morphemes, words, and constructions); a Unification component, which serves as an active workspace where such building blocks are put together in parallel across levels of linguistic representation; and a Control component, overseeing the joint operation of Memory and Unification in language use (e.g., in turn taking in conversation and language switching in bilinguals).12 The Memory component is realized in (left) temporal lobe areas, particularly in middle and posterior regions. The Unification component is implemented in the left inferior frontal gyrus, with the posterior segment being involved in phonological unification, the middle portion in syntactic unification, and the anterior segment in semantic unification.13

        The online assembly of a complex linguistic structure results from the dynamic interaction between Memory and Unification, temporal and frontal regions. Interpretation in a broader sense, also involving inference or the derivation of figurative and pragmatic meaning, further engages regions outside classical perisylvian language networks, such as medial frontal and inferior parietal cortices.14 Functionally, Unification requires that lexical information is copied from Memory and maintained online over time, else Unification cannot generate a coherent representation of the meaning of the sentence or discourse, which typically spans several words and therefore several seconds or longer. The copy mechanism is particularly important. Language is made of tokens (instances or “copies”) of lexical types stored in Memory. Words may reoccur in discourse, as in “The little star is beside the big star.” The same word type, star, with the same meaning, is used twice, as two tokens, to refer to two different stars in the context of each noun phrase: “the little star” and “the big star.” To avoid confusing these two referents, the brain must distinguish types and tokens and map such tokens to the appropriate referents.15 Merge and Unification can operate directly on tokens. More research is needed to determine how those are generated from types and how they are mapped to referents.

        Another important proposal in neurolinguistics is the dual-stream model by Gregory Hickok and David Poeppel. It is primarily a model of spoken language processing that has implications for language in the brain more generally.16 The model posits two information processing streams in the brain that support speech and language. Each stream corresponds to a particular cortical network with a degree of functional autonomy. A bilateral ventral stream, running low through the temporal lobes, processes speech signals for comprehension. A left-lateralized dorsal stream, which connects superior temporal and parieto-temporal cortices to the left posterior inferior frontal cortex, possibly including classical Broca’s area, supports instead spoken language production and speech development (more in chapter 5). The ventral stream links together representations of sound (phonology) and meaning (semantics), whereas the dorsal stream provides a sensorimotor interface between sound and articulatory motor programs. The dual-stream model has been fine-tuned and thoroughly tested experimentally and now enjoys considerable empirical support.

        One difference with Friederici and Hagoort’s models concerns the role of left inferior frontal gyrus, specifically of segments anterior to classical Broca’s area. According to Hickok and Poeppel, this piece of cortex supports speech and language processing as a memory crutch that kicks in when information has to be maintained online over time. This is similar to one function of left inferior frontal cortex in Hagoort’s model, but the analogy ends here. Both Hagoort and Friederici assume that this area puts together linguistic information into larger units. Friederici would restrict Merge to syntax, while Hagoort extends Unification to phonology, syntax, and semantics alike. Where are complex linguistic structures and meanings computed, according to Hickok and Poeppel? Not in the frontal cortex, but in the anterior temporal lobe, as part of the ventral stream.17

      
      
        Correlational, Formal, and Mechanistic Models

        The three models just presented, and in fact the majority of modern neurolinguistic models, have similar structures and goals. They assign different functions to different regions or networks of the brain, with the aim of explaining why those regions or networks are activated, in fMRI or MEG or other studies, in response to particular stimuli or tasks, and why loss of certain language functions may be associated with damage to specific brain regions or networks (more in chapter 8). This is a start, but no more. Many in the field would agree that these explanations are often largely correlational. If a model was built on observed correlations between stimuli or tasks and neural activations, no wonder it can now “explain” a similar correlation pattern in the next experiment. Getting correlations right is mandatory for a theory to be stamped as empirically adequate, but more is needed. We want our models to state what computation is carried out by the system—for example, whether it is Merge or Unification or something else—and how that computation unfolds neurally. In other words, correlational models must be augmented with formal and mechanistic analyses, respectively.

        Formal models of what linguistic processes the brain may (or must) be carrying out, given a task, are required to guide the analysis of complex experimental data. Typically, it is difficult or impossible to extract even a sketchy picture of what the brain is doing from data. Current neuroscience methods fail also when applied to systems we understand well, in terms of both hardware and software, as has been recently shown for a microprocessor playing an Atari video game.18 The ideal situation in neurolinguistics would be that theoretical linguists tell us that a certain operation (say, meaning composition) is necessary for understanding to occur; neurolinguists may then build models that include such operation and start using those models to look for its footprints in the brain. The trouble is that linguists disagree on what the basic representations or operations should be, which puts the project of neurolinguistics on hold or forces it to be largely exploratory. This is not to blame linguists. It is true and perplexing that human language can be formally reconstructed in different ways. The trick is to build on resemblances and convergence between theories and use shared insights to guide research: for example, it is not surprising that Merge and Unification have been suggested to engage partly overlapping cortical networks. Once basic operations have been identified—modulo slight differences between linguistic theories—the search for the underlying neurophysiological mechanisms can begin. Neurolinguists are currently focusing on mechanisms for lexical activation, prediction (chapter 2), composition, and reference. In some of these areas, the results are quite promising and give us a glimpse of possible biologically grounded answers to the big neurolinguistic questions.19

        
          Formal models of what linguistic processes the brain may (or must) be carrying out, given a task, are required to guide the analysis of complex experimental data.
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        Growth of Language Networks

      
      Nearly all children acquire one or more languages, reaching essentially adult competence in the first five to seven years of life. What is most striking about language learning is not so much the speed at which it happens—a developmental process that takes several years to complete is not exactly fast—but the fact that it requires little adult supervision, let alone explicit instruction, and that the progression from no language to a language is not quite linear and incremental. In children’s productive language, some error patterns may disappear while others emerge—for example, irregular verbs may be overregularized, as breaked for broken.1 Some abilities may even develop abruptly—for example, the use of function words, such as articles or pronouns, which transform speech from telegraphic to structured.2 Yet language learning follows a path that is largely similar across children and languages, as reflected in the developmental milestones familiar to many new parents.3

      Research in psycholinguistics indicates that the child is never a blank slate prior to exposure to a language and that the process of language acquisition is not just a matter of brute-force learning from data. If the first thesis was true, we would see much variation among children in how they acquire language, in particular in what skills emerge when. Instead, one finds characteristic developmental trajectories, which suggests that maturation of brain systems determines what aspects of language infants or children can learn and when that can happen. If the second thesis was true—that language acquisition reduces to learning from data—then we would see largely linear growth curves, as if knowledge was stockpiled incrementally and monotonically, much like adding coins to a coin collection. Instead, we find U-shaped turns (correct-incorrect-correct patterns of use over time) and S-shaped transitions (rapid changes from incorrect to correct patterns of use) in development. This points to some discontinuous internal reorganization, where the acquisition of new knowledge may have an impact on how previously learned information is represented and used.

      The idea reviewed in this chapter is that infants and young children are able to acquire specific aspects of language only in specific stages of cognitive development. The clock that sets the pace of this process is not an external one (linguistic input is there all the time, even before birth) but an internal one—the process of brain maturation and growth. This process is genetically constrained (details in chapter 9) and therefore largely the same for all children. Some believe that language is innately specified. Yet the idea that knowledge of grammar may be encoded in the human genome is biologically implausible. Others would soft-pedal the innateness thesis by saying that the human brain is “language ready.” That is closer to truth but is not quite it. If we could upload a complete language system to a newborn’s brain, we would certainly not magically create a competent, fluent speaker of that language.4 The reason is intuitively clear: the hardware (an immature brain) would not be ready to run that software (a full-fledged language system). In the case of language acquisition, the software must be programmed in gradually, largely as a function of the stage of growth and organization of the hardware.5

      
        The Quiet Phase: Cracking the Speech Code

        When does language learning start, and how? The answer may surprise you: it begins as soon as the fetus can hear, several weeks before birth at term, however limited the sounds perceived in utero might be. Prenatal exposure to speech may give the baby clues about specific temporal characteristics of spoken language—properties that do not change much when distorted, as they may be in the womb. It is, however, postnatal experience—in particular, exposure to speech sounds, usually in a social context—that lets the baby “crack the speech code.”6 The capacity to detect and process rhythm and prosody in speech emerges in the first weeks of life, followed by the ability to categorize (that is, form increasingly abstract representations of) phonemes. During the first months, infants become sensitive first to vowels in the language they are exposed to (or what will be their first language, their L1), then to consonants, and eventually to combinations of consonants and vowels (syllables).7 These emerging phonological representations are the result of the child’s ability to detect patterns in adult speech by tracking statistical regularities, including co-occurrence frequencies and transition probabilities between input sounds, such as individual phonemes or syllables, and later between words or groups of words. Infants are capable statistical learners: this allows them to discover meaningful building blocks of language—morphemes and words—in an initially opaque speech stream.

        The fact that advanced auditory processing can start so early, even before birth, and then at full speed in the first weeks of life, indicates that the baby’s auditory system and probably neighboring regions of the superior temporal lobe are developing rapidly around the perinatal period. Indeed, the maturation of neural auditory circuits, together with other sensory systems in the brain (vision, touch, and so on), takes off quickly. But processing speech is more than just hearing speech. Nonauditory speech processing areas of the bilateral superior temporal cortex mature in the first three years of life, during which they become increasingly attuned to the native speech sounds the child is exposed to. There is no evidence for the initial speech specificity of the human auditory network, which is largely shared with our nearest evolutionary neighbors (chapter 10).8

        
          Infants are capable statistical learners: this allows them to discover meaningful building blocks of language—morphemes and words—in an initially opaque speech stream.

        

        An important index of structural brain maturation is synaptogenesis: the process of temporary overproduction of synapses (the junctions between two neurons), followed by pruning to reach adult levels. Synaptogenesis peaks at around 6 months of age in many sensory areas, including auditory cortex, and at around 9 months in receptive speech areas. There is a window of opportunity in the first year of life for acquiring correct receptive representations of all the basic speech sounds of one’s first language. During this period, the brain commits to (at least) one particular language phonologically, which, on the one hand, renders it easier to then learn the words (vocabulary) of that language but, on the other hand, may interfere with the acquisition of additional languages, especially those with a different phonology.9

        The first year, give or take a few months, may well be called the quiet phase of language acquisition. During this period, production of spoken language sounds is limited to babbling. The average infant may be silent (that is what the Latin word infans means), but she is not at all idle. Finding words in the speech stream is one task she is facing in her waking hours. Another is to begin to attach meaning to the words she is extracting from the input. Recent work shows that as early as 6 to 9 months, infants “know” the meanings of many concrete nouns (e.g., apple, shoe). Moreover, at about the same age, they can relate words semantically (e.g., milk and bottle vs. milk and ball).10 Their internal vocabulary is forming, supported by maturation of parietal and temporal cortical networks for semantic processing.11

      
      
        First Words and Utterances: Learning to Speak

        Let us go back for a moment to the dual-stream model of speech and language by Hickok and Poeppel (chapter 4). The model assumes a ventral stream that interfaces sound and meaning, engaging primarily structures of the temporal lobe bilaterally, and a dorsal stream, mapping phonological to motor representations of speech, in temporal and frontal cortices of the left hemisphere. As suggested by the results discussed, ventral stream function, such as learning to decode speech sounds and associate them with new meanings, begins to develop during the first 6 to 9 months of age and is soon followed by development of dorsal stream function.

        Learning to speak is partly a motor learning task, but it is one that crucially builds on previously acquired sensory representations of speech sounds. Already in the babbling phase and later, the infant can use those representations to correct and fine-tune her productions, so that the sounds she tries to articulate will resemble more and more those she hears from others. The dorsal stream uses what the ventral stream has learned (how phonemes and words sound and what they mean) to learn something new (how phonemes and words should be pronounced). This model is consistent with much neurodevelopmental data, suggesting that brain maturation occurs earlier in sensory systems (in occipital-temporal regions, for instance) than in motor or control systems (the frontal cortex, for instance). Before information can be used by higher-order integrative systems, like the dorsal stream in the model by Hickok and Poeppel, it must first be encoded and organized within sensory and perceptual systems.12

        When do children begin to produce their first words and utterances? Babbling develops around 9 months of age, when motor and adjacent prefrontal cortices begin to effectively connect with auditory and speech perception regions of the temporal lobes. Children produce their first words at around 10 to 12 months of age and two-word utterances toward the end of the second year of life. As with other aspects of language acquisition, there is some variability as to when individual children attain these skills. Productive child language exhibits little grammatical organization before that age, with the exception of basic word order and morphology in some languages. Between ages 12 and 18 months, children’s utterances are typically short, and about half of all their utterances are nouns. The remaining half includes other single words, such as verbs and the first two-word utterances. Between 18 and 24 months of age, two-word utterances become much more frequent, and the total share of nouns now drops to around one-third of all utterances. Data from the Wordbank Project indicate that, at around 16 months of age, only about 25 percent of all children are reported by their parents to be combining words.13 This fraction grows to about 50 percent by 20 months of age and to around 75 percent by 24 months, similarly across languages.

      
      
        Syntax and Semantics: Toward Adult Competence

        At the end of the second year of life, around age 18 to 24 months, most children can produce two-word utterances and can communicate effectively with adults using words, gestures (pointing and beyond), and other expressions. At this stage, a child’s productive grammar is still rudimentary. For example, even such a basic set of syntactic properties of languages as word order (e.g., whether adjectives follow or precede the nouns they modify; whether verbs follow or precede their objects) is acquired relatively late, around 19 months according to one study.14 Recent work has shown that even young infants track statistical patterns in speech that correlate with syntactic structure, such as cues to the placement of function words (determiners and pronouns, for example, which are often shorter and more frequent than most content or lexical words).15 Statistical learning may indeed lead to discovery of syntactic properties of words, but that is an extended process that involves syntactic abstraction, whereby each individual word is represented as a member of one or more grammatical classes: noun, verb, adjective, and so on. Syntactic processing cannot happen unless words are categorized, and most categories take time to emerge. The first to appear is that of nouns, starting at 12 months, while most functional categories emerge only later, beginning at 14 to 16 months.16 One-year-old infants are still figuring out the basic syntactic categories of their language.

        Here is a puzzle: How do young children understand and produce multiword utterances (never mind how many and how long and complex) when their mental grammar is only beginning to take shape? Linguist Ray Jackendoff has coined the term asyntactic integration to denote the kinds of processes that may be at work here. In short, the child’s brain can put together word meanings even if not all words are labeled syntactically or if knowledge of syntactic rules of meaning composition has not yet been acquired.17 ERP studies, reporting modulations of the N400 effect in infants, support this view. Children can relate or integrate semantic information from coincident or overlapping sensory stimuli across modalities (an auditory word and a picture, for example) by 6 months of age. The ability to relate or integrate meaning over time within and across modalities arises at 9 months. The capacity to relate or integrate the meaning of spoken words in sequences or sentences appears at 18 months at the latest.18 Behavioral and EEG studies show instead that grammatical processing skills, precisely of the sort required for syntax-driven composition of word meaning in phrases and sentences, develop later, between 18 and 32 months. Nonsyntactic meaning-building operations are available to children prior to the acquisition of a complete grammar.

        From the second half of the third year of life, thanks to the emergence of syntactic and pragmatic skills and to significant vocabulary expansion, children’s receptive and productive language begins to gradually converge toward adult competence. Utterances are longer and syntactically more complex and organized. Sentences containing more than two words are not uncommon even at 3 years of age, and most 4-year-olds frequently ask and answer questions. Note that the correct syntactic structure of questions is far from trivial in many languages. At this age, children begin to recount events and personal experiences (in the past) and to express clearly their desires, intentions, and goals (about the future). The ability to understand the intentions of others allows infants to read social cues from very early on. But from age 5, most children are able to actively exploit this information in communication: they will understand that what is said is not always what is meant. As any parent or older sibling knows well, a 5-year-old can be a delightful conversation partner, fully able to take turns appropriately and to contribute to the conversation informatively, often even creatively. None of this would be possible without the maturation of areas of prefrontal and parietal cortex subserving aspects of social cognition and abstract representations of properties of entities or events (such as numerosity, space, and time) and without functional integration of these regions with core perisylvian language networks. Throughout school age, the child needs only to fine-tune a system that is essentially in place, looking similar to adult language. But as we will find out in the next two chapters, additional language learning and acquisition of reading and writing skills can spice up things a little.

        
          The child’s brain can put together word meanings even if not all words are labeled syntactically, or if knowledge of syntactic rules of meaning composition has not yet been acquired.
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        Bilingualism and the Brain

      
      There is a greater-than-chance probability that you, or your kids, or someone otherwise close to you speaks more than one language. The majority of the world’s population is at least bilingual, and around 10 percent of all people speak three or more languages. We may call these people multilinguals, or polyglots, if they speak several languages fluently. This leaves monolinguals in the minority, albeit a sizable one at around 40 percent of people. The challenge for neurolinguistics is to develop theories and methods for testing such theories that apply to all speakers, not just to a (large) minority. That is why bilingualism is such an important research topic, not only in neurolinguistics but in language science at large.

      Studying bilinguals is difficult for many reasons. The “bilingual is not two monolinguals in one person” or, more precisely, a bilingual language system is not the sum of two competence and processing systems sealed off from each other.1 Different languages may interact in systematic ways in the individual during acquisition and use. Some of these interactions can be studied experimentally, using methods from psychology or neuroscience.2 The interplay between two languages in one brain can lead to subtle effects with opposite sign: learning and processing one language can either facilitate or interfere with learning and processing of the other language. These effects may depend on various factors, such as the similarity between the two languages (languages can resemble each other and differ from each other in multiple dimensions of phonology and grammar), the age at which the learner acquired each language, the level of proficiency attained in each language, concurrent factors like biculturalism (which can introduce aspects of semantic and cognitive variation), and many more. Being bilingual may well be a huge advantage for the individual: speaking (and reading and writing) several languages is a boon in our societies, whether or not it also has additional benefits for a person’s cognitive functioning or well-being. Even so, for an individual’s brain, attaining and maintaining a steady state of functioning bilingualism has definite costs. It is precisely the neural consequences of bilingualism that psycho- and neurolinguistics aim at understanding.

      
        Sensitive Periods and Second Language Acquisition

        In chapter 5, we saw that research points to a limited window of opportunity during which children may acquire the sound system of the target language. Trying to learn the same system of phonology later in life typically results in slower acquisition or lower levels of attainment, or both. At least superficially, this is compatible with our experience as learners of a second language. Everything else being fixed, someone who learns an additional language as a child will stand a better chance of achieving native-like competence in that language than someone who embarks on the same task as an adult. Why is that? Neurolinguists have explored for over fifty years now the hypothesis that there might be a critical or sensitive period for language acquisition as for several other systems in the brain. The idea is this. There is a correlation between the brain’s developmental stage and the amount of learning that results if certain types of inputs are available during that stage. A sensitive period is defined by heightened sensitivity to those inputs, such that learning occurs with greater efficiency or better outcomes, or both.3 Sensitive periods coincide with specific neurophysiological events, such as the formation of neurons, axonal projections (the long-distance connections between neurons), or synapses. The brain thus opens up to the environment in an attempt to capture as much relevant data as possible. During these periods of transitory neural exuberance, brain mechanisms may be specified and rendered efficient. Afterward, neural plasticity is reduced, and learning largely occurs within the constraints set up during the sensitive period.4

        Is there a sensitive period for language acquisition? A key methodological point is that this question may be easier to address in bilinguals than in monolinguals. After all, none of us acquired our first language as adults, whereas some of us do learn an additional language early in life, during the putative sensitive period, and others acquire one later. It is precisely this contrast between early and late acquisition of additional languages that makes it possible to test ideas about sensitive periods. Indeed, as implied by the sensitive period hypothesis, there is a close relation between age of exposure to a second language and proficiency attained in that language. This type of observation could be explained by maturational changes affecting brain plasticity, such that learning a language is harder after the sensitive period. But it could also be an effect of restrictions imposed by the first language: one’s acquired first-language phonology may be sufficiently deeply entrenched in the brain so as to interfere with or even prevent the acquisition of a new phonological system and eventually a new language. These types of accounts are difficult, or perhaps impossible, to disentangle. They share, however, the assumption that early experience, enabled by early plasticity, narrows the system’s later learning abilities. This idea provides a springboard for explaining many of the effects reported in the neurolinguistics of bilingualism.

        Before we look at those results, it is worth clarifying the idea of a sensitive period for language acquisition and the notion that early experience often restricts later learning capabilities. Such complex, high-level functions as language rely on several partly autonomous systems in the brain for visual, auditory, phonological, syntactic, semantic, and pragmatic information processing. These systems may well show different windows of enhanced plasticity—and, in fact, it seems they do—so that plasticity for first- or second-language learning, as a whole, will be a mixture of plasticity effects in each of these systems plus their interactions. It is then necessary to ask questions about sensitive periods in each of these systems independently: “sensitive period for language” is just a collective shorthand for those distinct phenomena. Several studies now support the view that the clearest effects of early functional commitment are seen for first-language phonology, that there are no sensitive period effects for lexical and for compositional semantics, and that sensitive period effects for grammar are still contentious.5

      
      
        Proficiency and Age of Acquisition

        When we peek inside the brains of bilinguals using methods such as M/EEG or fMRI, we find that the clearest anatomical and functional differences between participants are driven by two factors: age of acquisition of the second language and proficiency attained in that language. These two factors are correlated, so they are hard to tease apart. Someone who learns a second language early in life tends to attain higher proficiency in adulthood than one who has learned that language later in life, perhaps simply because the former has had more time to perfect her or his mastery of the second language than the latter. But there are ways to unyoke the effects of proficiency and age of acquisition (AoA) on experimental measures—for example, by carefully selecting participants and groups and by recruiting larger samples with sufficient variation in both variables.

        Across individual studies and meta-analyses, three trends emerge. First, the same left-hemispheric perisylvian network (see chapter 3, figure 5) is comparably activated by L1 and L2, or by two native languages, in simultaneous and in early bilinguals, and when proficiency is matched between the two languages. Second, a weaker or lower-proficiency L2 results in more diffuse brain activations compared to L1 in speaking, reflecting added costs of language production in L2, and inversely in more focal activity in comprehension. These differences are more widespread for lexical semantic processing than for grammar and phonology, where only a few regions show different responses for either L1 or L2. A second language learned earlier in life leads to increased activity in networks adjacent to auditory and motor cortices, including traditional Broca’s and Wernicke’s areas: an early-acquired L2 may result in more automatic or sensorimotor processing than an L2 learned later in life. Third, the level of proficiency in the L2 is a more prominent factor than AoA in determining whether L1 and L2 recruit common or different brain regions in production and comprehension. In general, the higher one’s proficiency level is in the L2, the more similar the active regions will be to those activated by the L1.6

        Age of exposure and AoA are also known to have an impact on the way a second or an additional language are processed in the brain. Experiments using fMRI and EEG show similar responses in the two native languages in bilinguals. But if a second language is acquired later in childhood, from age 6 or older, activation patterns and evoked responses emerge that do not resemble, qualitatively and quantitatively, those for the L1. These differences persist until proficiency levels off. But in some domains, such as phonology or grammar, late exposure and acquisition can prevent the learner from attaining native-like proficiency. In those cases, the L1 and L2 may fail to converge on similar neural mechanisms and to share the same left-lateralized perisylvian networks. The neural organization of late-learned languages, when native proficiency is not attained in at least some domains, tends to show lesser lateralization and presents greater variability across individuals. Moreover, early and late acquisition will differ also in terms of the learning problem to be solved. In late L2 acquisition, meanings have already been acquired with the L1; hence, learning will amount to mapping novel phonological and grammatical forms to known semantics. Yet the same developmental progression from meaning to grammar attested in L1 is found in L2 acquisition too. For example, Lee Osterhout and colleagues showed that ERP responses to verbal person agreement in L2 French, if the contrast between inflectional morphemes is phonologically realized (“Tu adores/adorez* le français”), triggers an N400 effect after one month of instruction and a P600 after four months. This finding suggests that the costs of processing are gradually being shifted from the semantic system to the grammar system and that the L2 recruits neural resources increasingly similar to those engaged by the L1.7

        Late acquisition of a second language can lead to persistent fine structural differences in the brain. Recent work shows that people who have learned an L2 during their school years (age 8 or older) have a thicker cortical sheet in subregions of the left inferior frontal gyrus (LIFG, recall chapters 3 and 4) than either monolinguals or early and simultaneous bilinguals. The latter groups did not differ in cortical thickness in any brain region.8 A meta-analysis of imaging studies has found that the same piece of cortex, LIFG, exhibits different levels and patterns of activation in the L1 and L2, irrespective of AoA, in highly proficient L2 speakers, and across levels of linguistic structure: lexical semantics, phonology, and grammar.9 This core node of the left-hemispheric language network may therefore be one of the few regions in which structural and functional differences between the L1 and a nonsimultaneous L2 persist in spite of variation in proficiency levels and AoA.

      
      
        Language Control and the Bilingual Advantage

        The upshot of our discussion so far is that two languages tend to share neural tissue and cognitive resources in the brain. This may be expected if the languages are learned simultaneously or with a temporal overlap, if they are used regularly in similar or contiguous contexts, and if they share representations (e.g., meanings and some syntactic forms) or are similar at the phonological or grammatical levels. All of these factors conspire to create conditions for potentially catastrophic interference between two or more languages in the same individual. Automatic online interaction effects between languages are now well documented, showing, for example, that the meanings of content words are accessed spontaneously and rapidly in both languages of fluent early bilinguals, even when participants are instructed to ignore words in one language or the other.10 Indeed, it is a major computational problem for a multilingual brain to maintain control over all languages, ensure efficient processing in each, and reduce unwanted disruption due to reciprocal intrusion between them.

        A clear example of the problem of language control is language switching. Bilingual speakers and listeners should have a degree of control over which language is accessed, activated, and used on each given occasion. This requires continuous investment of neural resources and applies to all types of bilingual speakers, including bimodal bilinguals (users of spoken and signed languages). Lateral areas of frontal cortex are involved in effortful control, also during language switching, while regions along the medial surface of the frontal lobes are essential for maintaining information about the chosen language. Frontal function and efficiency depend on the age of speakers: younger children and older adults have the most difficulty in language-switching tasks, and the least difficulty is seen around the peak of executive and cognitive control skills, from late adolescence to adulthood. Frontal areas may be joined by subcortical structures, such as the basal ganglia, and regions of parietal cortex in tasks that involve language choice, switching, or maintenance of the selected language. These brain areas differ from those involved in spoken, written, or signed language production and comprehension as such.11

        The realization of the role of prefrontal functions in language control leads straight to the question of whether bilingualism can have beneficial effects on the normal wax and wane of executive and control functions—in particular, whether early exposure to multiple languages may confer a cognitive or executive advantage to bilinguals. The reality of the “bilingual advantage” has been a hot topic of discussion for some years now, with potentially important practical and educational consequences. Several empirical and theoretical studies have implied that bilinguals perform better than monolinguals in nonlinguistic tasks requiring or involving forms of cognitive and executive control, although recent studies have challenged this conclusion.12 Research has also suggested that bilingualism has a larger impact in old age than in adulthood,13 acting as a protection against cognitive decline. Bilingualism may contribute to building a cognitive reserve for individuals, but it is not clear to what extent these effects—and other putative illustrations of the bilingual advantage—are due to bilingualism as such or to learning experiences requiring enhanced cognitive control from earlier in life more generally. Perhaps mastery of a second language is all there is to the “bilingual advantage,” leaving aside small effects that are detected only in the lab and may have little consequence in everyday life.

        
          It is a major computational problem for a multilingual brain to maintain control over all languages, to ensure efficient processing in each, and to reduce unwanted disruption due to reciprocal intrusion between them.
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        Literacy and the Brain

      
      It may have come as a surprise to you that most of us are at least bilingual, but it will probably not shock you to learn that nearly all of us can read and write in at least one of the world’s writing systems. In recent decades, literacy rates globally have soared to well over 80 percent for all adults,1 although gaps remain with lower percentages, particularly for women in developing areas of Africa and Asia. Beyond educational and professional contexts, information is increasingly made available in textual form, and social interactions now occur much more frequently through various written media. Speech is still prominent, but language is as much a visual matter now as it is an auditory one. The importance of the visual modality for language is also emphasized by the fact that vision mediates two forms of linguistic communication: written and signed. One aim of neurolinguistics is to study known and emerging forms of visual language in the brain and how they differ from the auditory form. Understanding the literate brain sits at the top of this agenda.

      Speech has a deep evolutionary origin that goes back several hundred thousand years in the history of the homo lineage (more in chapter 10). Reading and writing, however, are relatively recent cultural inventions, just a few thousand years old.2 Alphabetic systems, in which graphemes, or the smallest distinct written signs, correspond to elements of sound (such as phonemes), are probably just four thousand years old. The transition from stylized pictorial representations of daily objects or events to alphabetic writing systems appears to have taken only a few thousand years. This may not strike us as particularly fast, given the rates of cultural innovation we are currently witnessing. However, it is impressive from the perspective of neuroscience, as the human brain could not have changed much either structurally or functionally in such a short period of time. It seems unlikely that any parts of the brain could have evolved specifically for reading and writing. A few thousand years is insufficient time for neural adaptations to become fixed in our genes. More plausibly, literacy is made possible by the existing macrostructure of the cerebral cortex: the human brain is reading-compatible. Yet reading and writing skills have to be acquired anew by each generation, harnessing both the fixed architecture of the visual and auditory systems and plasticity in language networks and beyond.

      
        Historical Roots and Early Findings

        Research on reading in the brain began in the early days of aphasiology, not long after the groundbreaking discoveries of Broca, Wernicke, and Lichtheim. The classical models of language in the brain discussed in chapter 1 were centered on speech and hearing, but vision was soon understood to be a major channel through which linguistic information in the brain could be accessed. Important early results were produced by Joseph Jules Déjérine (1849–1917). In 1891, Déjérine described the case of a patient who had lost the ability to read and write in consequence of a lesion to the angular gyrus (AG)—a region posterior to Wernicke’s area and sitting approximately where the temporal and parietal lobes meet. Déjérine called this “a case of verbal blindness with agraphia.” He conjectured that the lesion destroyed a “visual memory centre for words,” analogous to Wernicke’s auditory center (chapter 1), rendering the patient unable to read and write.

        In 1892, Déjérine described a second patient who, in 1887, suddenly lost the capacity to read. The patient had a visual acuity of 8/10, he could recognize and name objects and pictures, but he presented with a right hemianopia: he could not see in his right visual hemifield.3 The patient could speak fluently and understand spoken language. He could also write, spontaneously and upon dictation, but what he wrote, he could not read back. The patient could “read” by tracing the outlines of letters with his fingertips, and if one formed letters by moving the patient’s hand through air, he would correctly name those letters. On January 5, 1892, a new cerebrovascular incident left the patient with impaired speech and unable to write. He died a few days later. When Déjérine examined his brain, he saw older lesions of (a) the medial and inferior aspects of the left occipital lobe, including calcarine cortex, part of the visual system, and (b) of white matter wiring up the right and left visual cortices to language areas of the left hemisphere, including portions of the corpus callosum, which connects the two hemispheres. He also found (c) a more recent lesion of AG and adjacent areas of temporal and parietal cortex (figure 6).

        
          Literacy is made possible by the existing macrostructure of the cerebral cortex: the human brain is reading-compatible.

        

        It is instructive to see why this patient was unable to read and eventually incapable of writing. What mechanisms are disrupted by those lesions? In order for a visual word to be read, there must be functional connections between the visual system and language areas of the left hemisphere. In this patient, damage to left occipital cortex (a) caused right hemianopia. But damage to the left visual cortex alone may not compromise reading or writing skills. Such a patient would still see words in the left visual hemifield (figure 6) because the right occipital cortex is intact and visual information can be passed on to language areas of the left hemisphere by the corpus callosum and by other white matter tracts. These connections are severed in Déjérine’s second patient (b; X in figure 6). It is difficult to say whether the loss of reading skills in this patient was due to the lesion in the corpus callosum, in occipital white matter, or both. What is quite certain is that these lesions together suffice to interrupt traffic between right occipital cortex and left hemispheric language regions, leaving the patient unable to recognize the words he sees.

        
          [image: ]

          Figure 6 Horizontal cross-section of Déjérine’s second patient’s brain. Labels: NO, optic nerves; BO, optic tracts; C, calcarine cortex, destroyed on the left; Pc, left angular gyrus; X, lesion in white matter fibers connecting the left and right visual cortex to the left angular gyrus; CC, corpus callosum; F3, third frontal gyrus (posterior LIFG); T1, superior temporal gyrus. Source: J. Déjérine, “Contribution a l’étude anatomo-pathologique et clinique des différentes variétés de cécité verbale,” Mémoires de la Société de Biologie 4 (1892): 61. The figure is also reproduced and discussed by N. Geschwind, “The Anatomy of Acquired Disorders of Reading,” in Selected Papers on Language and the Brain, 1–17 (New York: Springer, 1974).

        
        In 1891, Déjérine had argued that a lesion to the AG was associated with “word blindness” and impaired writing (alexia with agraphia), and he had proposed that AG stored visual memories of words. To save that hypothesis, he now had to argue that the lesions causing pure word blindness (alexia without agraphia) in the second patient were those disconnecting the right visual cortex from the left AG. Déjérine held that visual information could not flow from either the left or right visual cortex to the AG because of the injury to left occipital white matter (X; see figure 6). AG cannot be reached by residual visual signals, hence “visual memories of words” cannot be accessed. Before the recent lesion of AG (c), the patient was able to write: language and motor areas of the left hemisphere could communicate with AG. But when AG too was damaged, the patient also became agraphic, just as had happened for the 1891 case.

      
      
        Where’s the Brain’s Letterbox? A Modern Take

        Déjérine’s hypothesis that the AG is the brain’s center for visual images of words quickly came under attack. Critics rejected the idea that optical representations of words are stored in a single center, be it the AG specifically or some other region of the left hemisphere. For instance, Wernicke had proposed that visual memories of words are bilaterally localized, counter to Déjérine’s view that the left AG is the key functional node of the reading and writing networks of the brain. The debate persisted for some decades,4 but no firm conclusion or significant new results emerged until the advent of neuroimaging technologies and their application to the study of the literate brain, about thirty years ago.

        Since Déjérine’s early studies, we have learned that pure alexics (patients who cannot read but can write) fall into two broad categories: patients such as Déjérine’s 1892 case, who cannot read even single letters, let alone words, and patients who can recognize single letters and can, with considerable effort, read words letter by letter. It is therefore conceivable that there is a brain area or region that enables recognition of written characters—it has been aptly named “the brain’s letterbox”— whether they form meaningless letter strings or actual or possible words in a given language.5 Studies of pure alexia using imaging data have discovered that the site of maximum lesion overlap in these patients is not the left AG but a region on the bottom surface of the left hemisphere, where the occipital and temporal cortices join. This region is referred to using either anatomical nomenclature (the left fusiform gyrus and adjacent occipito-temporal sulcus) or novel functional labels (e.g., the visual word form area, VWFA). Many fMRI and MEG studies have found increased activations of this region in tasks involving reading letters and words.

        A key result is that this region displays a gradient of activation depending on the nature of the input, specifically the extent to which a given stimulus resembles a real word. All letter-like stimuli, including false font strings—stylized signs with obvious features such as lines, arcs, and angles, but no letters— infrequent letters (JZWYWX), frequent letters (QOADTQ), frequent bigrams (QUMBSS: the sequence QU is a frequent bigram), frequent quadrigrams (AVONIL), and real words, activate posterior occipito-temporal cortex. But only word-like letter strings—frequent quadrigrams and real words—reliably activate anterior portions of the same area: responses become more selective for actual words in more anterior segments of the fusiform gyrus (figure 7). A similar gradient-like organization was also observed in other brain regions, most clearly in the left inferior frontal cortex (figure 7). This area is not a reading or visual center but probably contributes to the reading process by keeping information online and by creating different “copies” of the same letter as it occurs in the same n-gram, letter string, or word.
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          Figure 7 Gradient-like functional organization of occipito-temporal cortex. Top: Horizontal cross-sections of the brain showing percent activations (color bar) by five types of stimuli relative to real words: more anterior portions of the occipito-temporal cortex are recruited by stimuli increasingly similar to words. Bottom left: Gradient image showing averages over nonword stimuli. Bottom right: Left lateral view of the average gradient image. Source: Reprinted with permission from F. Vinckier, S. Dehaene, A. Jobert, J. P. Dubus, M. Sigman, and L. Cohen, “Hierarchical Coding of Letter Strings in the Ventral Stream: Dissecting the Inner Organization of the Visual Word-Form System,” Neuron, 55 (2007): 143–156.

        
        I invite readers to consider the implications of these results. Imagine two focal, well-localized lesions of fusiform cortex: one in the posterior portion and one in the anterior portion. Which one is more likely to produce an impairment in processing all kinds of letter-like stimuli? Which one may instead cause a selective deficit in recognizing real words? Check the endnote once you have found an answer.6 In addition to lesions to the fusiform gyrus, one can consider the implications of lesions to connections to and from this region. Damage to white matter downstream of the brain’s letterbox (roughly from the fusiform cortex to more anterior brain regions) may leave the patient able to recognize that what he sees is a written word but unable to tell what its meaning or pronunciation might be. This type of injury may break down communication between the brain’s letterbox and other regions, including left frontotemporal language cortex. In contrast, lesions to white matter carrying neural signals to the fusiform gyrus would likely cause pure alexia: the patient might be unable to gain visual access to information in the intact letterbox but might be capable of tactile reading or forms of orthographic decoding that do not rely on visual inputs.

        This brings us back to Déjérine’s data. Modern work indicates that Déjérine was wrong about the location of the visual word center: it is not the left angular gyrus. We now know that the brain treats visual words, at least initially, just like other visual objects. In the ventral visual system or the inferior part of the temporal lobe, we find areas sensitive to various types of visual objects that are especially important to us, such as faces, tools, and buildings. Visual words end up being recognized where other visual objects are: the left fusiform gyrus is indeed part of the ventral visual stream. In Déjérine’s 1892 patient, the lesion to left occipito-temporal white matter (b) was sufficient to disconnect bilateral visual cortices from the left fusiform gyrus, resulting in pure alexia. Recent work supports this notion.7 But the bigger puzzle is still incomplete. For example, the (left) AG might play a role in writing and in agraphia, based on Déjérine’s findings and on knowledge of the dorsal visual system—a set of parietal regions, including the AG, that represent spatial relations and locations and contribute to visual guidance and action, as required by skilled writing. Recent research has indeed found associations between reading and occipito-temporal (including fusiform) cortex and between writing and inferior parietal and temporal cortex (including the AG).8

      
      
        Learning to Read, Brain Plasticity, and Dyslexia

        How does this elaborate cortical network for reading and writing emerge and organize during childhood? How does becoming literate change the reading-compatible brain? A complete answer cannot be given here, but I illustrate a few important points with a familiar example: mirror writing. As children begin to read and write, they often write letters and whole words in the correct direction (say, left-to-right) and in the opposite direction freely, even randomly. Why is that? The child’s visual system knows the general principle that objects stay what they are, no matter how one rotates them in space: object identity is invariant under rotation. If a cup is a cup when it’s upright on the desk and when it’s upside down on the dish rack, why should letters and words be any different? Indeed, letters and words are the exception, and all children eventually learn this fact against the general principle of rotational invariance. This is what it takes to realize that b and d and M and W (figure 8) are different letters despite the fact that they appear to be the same three-dimensional visual objects, only rotated along vertical and horizontal axes, respectively. But how does this unlearning occur? Dehaene suggests that initially, letters are learned by motor systems and by the dorsal visual stream as motor gestures in space and as three-dimensional objects that can be displaced and rotated.9 Learning is gradually transferred from dorsal to ventral visual areas as the child learns to attend to other salient properties of letters, such as their unique orientation in two-dimensional space. The child then discovers that these properties disallow rotation and that the same restriction also applies to bigrams, n-grams, and eventually words. The dorsal and ventral visual streams would then coordinate their activities, so that the child will not only tell a d from a b when she sees one, but will also correctly produce distinct instances of d and b in writing.
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          Figure 8 Letter identity is not invariant under rotation.

        
        Becoming literate involves much more than training the ventral visual system to the idiosyncrasies of words as visual objects.10 Recognizing real words and letter strings that correspond to pronounceable phoneme sequences in one’s language requires interactions between the letterbox region and other temporal areas supporting phonology and semantics. Learning to read depends on plastic changes in and across the visual and language systems.11 It unfolds in three main stages: an early stage, in which children learn visuomotor representations of a few whole words, such as their name; a phonological stage, where they learn to map graphemes to phonemes (this differs across languages and writing systems, depending on how transparent the interface between orthography and phonology is); and an orthographic phase, where the mapping to phonology is in place and reading is automatic and fast. These functional changes correspond to plastic changes in relevant cortical regions, across the language, visual, and motor systems.12

        Literacy acquisition can be disrupted in a number of ways, leading to reading difficulties or dyslexia. Historically, the first reading disorders to be investigated were cases of adult patients who had lost their reading or writing skills as a consequence of brain lesions (see above). But it was not long after Déjérine’s seminal discoveries that the first cases of congenital or developmental dyslexia were described.13 The difference between acquired and congenital dyslexia is a real one: these are not two manifestations of similar underlying disruptive events in the brain. Localized cortical lesions can cause (pure) alexia in neurological patients, but one rarely finds evidence of local anatomical and functional insufficiencies in the brain of dyslexic children. Besides, the neurobiological signatures of developmental dyslexia seem to also involve auditory speech processing systems rather than just visual cortex or inferior temporal (fusiform) areas.14 Dyslexia may be accompanied by a reduced ability to read words aloud, especially words whose pronunciation does not follow the regular pattern in a language or letter strings that do not sound as words in any language (nonwords). This is consistent with the behavioral pattern of dyslexia, in which reading (and reading acquisition) deficits relate to the dyslexic child’s difficulties in converting written letter strings into spoken sounds (grapheme-phoneme conversion) and can be accompanied by speech processing deficits. These results, together with new work on the genetics of dyslexia (discussed in chapter 9), show that developmental dyslexia arises from atypical anatomical and functional organization of language cortex in early childhood, therefore preceding literacy acquisition as such.
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        Neurology of Language

      
      Aphasiology is the study of acquired speech and language disorders. It has left a profound mark on neurolinguistics as a whole (chapter 1) and remains a live area of inquiry in the cognitive and brain sciences, with potentially significant societal impact. Brain injury, whether traumatic or not (caused by, for example, strokes, tumors, or infections), is a leading cause of disability or death, affecting millions of people every year worldwide.1 Because language functions are distributed in the brain, chances are that cortical lesions will reduce, temporarily or permanently, a person’s ability to use language. Prospects of successful rehabilitation depend on understanding the exact nature of the disorder in behavioral, functional, and neuroanatomical terms. This is the goal of modern clinical neurolinguistics or the neurology of language.

      Aphasia is not a single disorder; it is a complex class of neurological conditions manifested as the impaired ability to produce or understand spoken language. There is much variation as to the type and severity of the impairment. The linguistic heterogeneity of aphasia makes the use of ideas from theoretical linguistics particularly important to come to a fine-grained understanding of aphasic disorders. Modern classifications and theories have not resulted in a coherent, complete explanation of aphasic syndromes.2 However, in the process of discarding accounts of typical and atypical language function, a few important insights were acquired. One is that people with aphasia may make similar errors in language tasks (e.g., naming, repetition, paraphrasing), but the number of errors they make can vary: the disorder may be more or less severe. Or error rates may be similar, but error types may differ; for example, some patients may find it more difficult to name actions (verbs), and others may have more difficulty with naming objects (nouns). Linguistics can contribute much to the analysis of different error types and to connecting error patterns across tasks.

      As noted in previous chapters, linguistic processes are executed by several centers distributed broadly across the cortex. Another insight coming from aphasiology is that information flow within these networks can be mediated by multiple connectivity routes. Some speech and language processes can be carried out in different ways in the brain, exploiting different regions and connections between them. If one route is damaged or fails functionally, the functions it performed may be taken over by another route, so long as its connections are preserved.3 This is not the only way the brain responds adaptively to lesions. Some functions could be remapped from a damaged area to a spared one. But rerouting may be a more effective repair solution for widely distributed functions than remapping. Before we look into the details of language reorganization after brain damage, let us consider the nature of aphasic disorders.

      
        Traditional and Emerging Models of Aphasia

        Aphasic disorders are traditionally classified depending on whether speech production, comprehension, or repetition is impaired. Each of these skills may be damaged at least partly independently of the others. If skill X can be impaired while Y is spared or vice versa, we say that X and Y can be dissociated. When impairments of X and Y co-occur, we say that the two functions are associated. X and Y can be rather specific speech or language skills (such as repetition of phonemes vs. monosyllabic words or comprehension of words vs. sentences). Indeed, models of aphasic disorders have progressed to assess sufficiently finely grained speech or language skills for diagnostic purposes. But dissociation patterns can also be found between the broad functions of production, comprehension, and repetition.

        The main bifurcation in traditional models is whether spoken language production is fluent or nonfluent. Global aphasia, the most severe form of aphasia, occurs when nonfluent speech is accompanied by difficulties with both (spoken) language comprehension and repetition. A patient can present global aphasic symptoms shortly after a stroke or other types of brain damage. Such symptoms can even persist beyond the acute phase of recovery if brain lesions extend to multiple cortical areas or white matter fibers, or if they compromise core language networks: the left inferior frontal cortex, posterior temporal cortex, parietal cortex, or connections between them (chapter 4).

        If speech is disfluent, that is, production and repetition are impaired, but language comprehension is spared, then the disorder is classified as Broca’s aphasia (chapter 1). In traditional models of aphasia, it was assumed that lesions to Broca’s area (posterior LIFG) or to Broca’s region (LIFG as a whole) were sufficient to cause Broca’s aphasia. Now we know that lesions limited to Broca’s area rarely result in complete Broca’s aphasia and that damage to other areas of the language network can disrupt speech production or repetition. If speech is disfluent but repetition is intact, we speak of transcortical aphasia, of two types: transcortical motor aphasia, if comprehension is spared, and mixed transcortical aphasia, if comprehension is affected.

        Four other syndromes result when speech is fluent but comprehension, repetition, or naming is compromised. Wernicke’s aphasia (chapter 1) is usually characterized by poor comprehension and repetition. Naming too is often impaired. Wernicke’s aphasia is not limited to semantics, but also involves phonological systems necessary for both comprehension and production. In these aphasic patients, speech is fluent but may lack structure and coherence. In addition, reading and writing can be affected. Traditionally, Wernicke’s aphasia was associated with damage localized to the left posterior superior temporal cortex, but impaired comprehension can result from lesions to cortical areas or connections involving (bilateral) temporal ventral pathways (recall Hickok and Poeppel’s dual-stream model from chapter 4). Conduction aphasia is defined by fluent speech, spared comprehension, but impaired repetition, lexical selection or choice of words, and internal monitoring of speech. In most traditional models, conduction aphasia is linked to damage to white matter fibers connecting superior temporal regions to LIFG. If repetition is preserved, we get two more variants of fluent aphasia. If comprehension is impaired, the aphasic disorder is known as transcortical sensory aphasia—not to be confused with Wernicke’s aphasia, often accompanied by poor repetition. If instead comprehension is intact, the deficit is limited to naming, and the patient is said to be anomic. Patients with anomic aphasia have difficulties with supplying the words for the ideas they intend to express, in particular content words, such as nouns and verbs, in both speech and writing. Their expressive language may present adequate grammatical structure (e.g., the presence of function words), but thoughts are often conveyed with great effort.

        The traditional classification of aphasic disorders has been widely discussed and criticized. It is considered an imperfect aid for research, diagnosis, and treatment, but it remains a necessary reference point for developing newer neurolinguistic models and better classifications. An area of current research is the functional neuroanatomy of aphasia, stimulated by clinical applications of M/EEG and fMRI, and the development of new methods for mapping language functions during surgery, such as for tumor resection. Recent advances come from studies of stroke patients. Stroke can be ischemic (blood vessels get blocked; thus blood flow to cortical areas is interrupted) or hemorrhagic (blood vessels rupture, and blood invades neural tissue); in both cases, brain cells are damaged. Around 30 percent of all cases of stroke result in acute aphasia.4 Damage to core areas of speech and language networks (e.g., LIFG or left temporal regions) is likely to cause severe or even global aphasia. Damage to the dorsal stream connecting temporal, parietal, and frontal language regions is accompanied by nonfluent aphasia, or motor speech impairment, while ventral stream lesions can compromise comprehension. Naming, repetition, grammar, and other language processes rely on interactions between the two streams and therefore can be damaged by lesions to different parts of the core network.5 These conclusions are supported by studies of brain tumor patients.6

        Emerging classifications of aphasia increasingly take into consideration the causal origin and functional evolution of the disorder. While brain injury results in sudden damage to language function, neurodegenerative diseases, such as Alzheimer’s disease and frontotemporal degeneration, can cause a gradual, irreversible loss of language skills. Primary progressive aphasia (PPA) may result from the deterioration of cortical tissue in speech and language networks. It often begins as a subtle loss of performance in certain language tasks, such as word finding and naming, and may develop into severe forms of nonfluent or even global aphasia.7 As for aphasic syndromes resulting from traumatic brain injury or stroke, the functional and behavioral profiles of PPA will depend on the location and extent of damage to language networks or other brain regions at a particular stage of the disease. PPA presents at least three variants: (1) semantic PPA, where patients may experience difficulties in naming or word comprehension as a result of abnormal changes to temporal lobe function; (2) nonfluent/agrammatic PPA, where patients have difficulties organizing and articulating speech in terms of phonology and grammar; and (3) logopenic (from Greek, meaning “lack of words”) PPA, where patients often show poor word finding, naming, and repetition skills but their semantic, syntactic, and motor speech abilities are spared.

        
          Emerging classifications of aphasia increasingly take into consideration the causal origin and functional evolution of the disorder.

        

      
      
        Language Reorganization after Brain Damage

        Neurodegenerative disease currently offers little hope of restoration of function, but the prospects are sometimes considerably better after (localized) brain lesions. The brain can respond to damage in different ways. Two principles are particularly important in this context.8 The first is degeneracy: the idea that the same function can be performed or approximated by different systems or in different ways, a bit like reaching the same destination from home via two different routes: if one is not accessible (suppose it is interrupted by roadwork), the other can be used. If some cortical structures are lesioned, information may be rerouted through either spared regions of the left-hemispheric language network or corresponding (homologous) right-hemispheric regions, or nonlanguage areas. Another principle is functional reserve: the idea that brain networks have residual capacities that are normally not used but could be mobilized in special circumstances. Degeneracy and functional reserve allow the brain to react to damage by compensating for loss of function.9

        Studies of patients with left temporo-parietal or left frontal stroke have underscored the dynamic nature of the reorganization process. In general, the brain’s response to stroke unfolds in three phases: (1) the acute phase, shortly after the stroke, where the destructive effects of the lesions on brain function are most evident; (2) the subacute phase, when reorganization is underway and some functions are gradually or partially regained; and (3) the chronic phase, when performance stabilizes to a level similar to or lower than the normal one. Damage to different structures in the language network produces very different effects in the acute phase. The pattern is complex and may be simplified as follows.10 Left temporo-parietal stroke tends to reduce overall activity in the language network, also in more distant regions such as LIFG. Instead, frontal stroke often depletes local (frontal) activity, while responses in temporo-parietal cortex may be relatively preserved. Functionally, this suggests that activity in frontal regions depends on inputs from temporo-parietal regions, while the reverse is not necessarily the case.

        The reorganization of language in the brain may differ between temporo-parietal and frontal stroke patients. There is in both cases increased engagement of areas contiguous with the lesion (perilesional cortex) and of spared cortex in language regions on the left hemisphere, in particular during the subacute phase. This is consistent with local remapping of functions and functional reserve. There is intrinsic residual capacity within the language network that can be deployed in response to damage; this holds for temporal-parietal and frontal areas alike. In temporo-parietal stroke patients, there is little or no functional remapping to homologue regions of the right brain. Instead, domain-general networks, engaged in multiple tasks across cognitive domains, are recruited to compensate for loss of functions in left temporo-parietal areas. In contrast, in frontal stroke patients, we see a rapid compensatory response on multiple fronts simultaneously: in intact language areas, in right-hemispheric homologues of the PFC, and in domain-general systems. These results do not tell us what the brain is doing functionally to recover from stroke, but they show that it is using several strategies simultaneously: restoration within spared language areas of the left hemisphere and compensation via domain-general systems. In stroke patients, these strategies dominate over recruitment of regions or networks unrelated functionally to speech and language.

      
      
        The Puzzle of Agrammatism

        Some nonfluent aphasic patients present a deficit that may be roughly described as impaired grammar. This has been called agrammatism, and it too is a complex disorder of productive and receptive language. Agrammatic speech lacks free-standing grammatical morphemes (e.g., function words, such as prepositions, pronouns, and auxiliaries) and inflectional morphemes or agreement features (such as tense). Traditionally, it is contrasted with paragrammatism, in which grammatical structure is preserved, but lexical or functional elements are wrongly selected or substituted with incorrect elements. Agrammatism was thought to be a manifestation of a motor speech disorder, particularly in Broca’s aphasia, before the idea of damage to a syntactic component of the language system began to be taken seriously and explored systematically. This led to exciting research programs, with significant contributions from theoretical linguistics.11

        
          There is intrinsic residual capacity within the language network that can be deployed in response to damage.

        

        One big puzzle of agrammatism is whether grammar is impaired in both speech production and comprehension. Early research purported to show that agrammatic patients have comprehension deficits: they understand syntactically complex yet semantically constrained sentences (“The apple that the boy is eating is sweet”), where interpretations are suggested by factual knowledge, but they have difficulty with sentences that require syntactic processing (“The cow that the monkey is scaring is yellow”).12 Later work has shown that agrammatic speech does not necessarily imply a comprehension deficit and that agrammatic patients are able to judge whether sentences are grammatical. Thus, in agrammatism, syntactic knowledge may not be lost, but syntactic processes might be weakened, slowed, or cut off from systems of phonology and semantics.

        More recent studies on the neural bases of impaired grammar have indicated that agrammatism may result from frontal cortical lesions, while paragrammatism is associated with posterior temporal damage. These two syndromes are more likely to arise with left- than right-hemispheric injuries. This evidence points once again to the distributed nature of linguistic and grammatical representations and processes in the brain.13 Furthermore, grammar is connected to systems of phonology and semantics. These interfaces subserve the language system’s capacity to dynamically reorganize itself in response to frontal or temporal damage. For example, in ERP experiments, agrammatic patients show N400 effects where control participants show P600 effects in sentences containing grammatical errors.14 These results suggest that the semantic system compensates in real time for a loss or reduction of grammatical processing skills, consistent with the notion of multiple-route plasticity (see above).

        Debates now focus on whether agrammatic speech is a reflection of the deficit or the brain’s adaptation to it. The deficit itself is a slowing down or weakening of lexical retrieval and syntactic processing, and the brain’s reaction consists in simplifying or skipping those difficult processes, which results in the characteristic pattern of agrammatic speech. Another area of discussion is whether the disorder affects syntax as such or its interfaces with phonology and semantics, especially at the discourse level. Indeed, some of the known symptoms of agrammatism include impaired production or comprehension of sentences where syntax and discourse semantics interact—with relative pronouns, tense, or other grammatical devices crucial for expressing meaning beyond the sentence level. Agrammatism is now reframed as a deficit of how phonology, morphology, and semantics are organized for spoken language production and comprehension. These developments challenge the idea of an autonomous system of grammar in the brain which can be damaged selectively and independently.15
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        Neurogenetics of Language

      
      Language scientists have long been interested in what we call the genetic component of language: any property of language, or of our capacity to acquire and use languages, that precedes learning or exposure to environmental input.1 This is a legitimate concern that has, however, fueled much speculation. All children share a capacity to learn language, and all languages share some properties (formal structures and operations) that do not seem to be learnable based on input alone. Is it possible that such properties of languages or the learning capacity as such are genetically specified? Could it be that the requisite information is encoded in one or more genes and that that is what explains the fact that only humans, and no other species, have language?

      To address the genetic bases of language, we need to understand what genes are and what they do. Genes are stretches of DNA that play specific causal roles in synthesizing proteins—the molecules that constitute the organism structurally and functionally. Some genes specify instructions for building a brain that can learn and process information. That is how genetics is relevant to language science: through neurobiology or, more precisely, through neurogenetics. Neurogenetics is the study of how specific genes inform the way a (human) brain is built, maintained, and repaired—and to some extent also how it functions in typical and atypical circumstances. Neurogenetics may not explain why languages are the way they are—for example, why they share certain basic properties and why they differ in others. But it can elucidate how a brain that can learn to use any human language is constructed at the molecular and cellular levels. It can also illuminate what can go wrong during the construction process so that the development of language or cognition may be disrupted or delayed.

      
        Genes, Brain Development, and Brain Function

        The road from genes to brain, cognition, and behavior is long and tortuous. It has a relatively simple origin (genetic information is carried in one molecule, DNA, by one code, built out of a mere four nucleotide bases) but a stunningly complex destination (brains and minds). Also, only a small fraction of all human DNA carries genetic information, and the number of protein-coding genes is limited to 20,000 to 25,000. Each gene is surrounded by bits of DNA that serve regulatory functions, including instructions on when and where to turn on or off certain genes (more below). We inherit two copies of each gene, one from each parent. Each gene comes in different variants that produce different effects in the organism (e.g., on eye color), in interaction with other genes, with regulatory elements in DNA, and with environmental factors.2

        Genes specify instructions to build proteins, which in turn make up an organism’s structure and functions. A key process here is gene expression: a sequence of molecular events that read out individual genes in DNA and produce specific effects in cells. Each cell in an organism, including neurons, contains the same DNA and therefore the same genes. But not all genes are expressed everywhere in the body or at the same time during development, and genes are often expressed multiple times at multiple locations. In general, genes produce specific cellular effects depending on where and when they are expressed. In the brain, gene expression determines, through protein synthesis, a range of processes leading to the correct formation and function of brain circuits, including language networks—for example, how neuronal precursor cells proliferate and differentiate to become specific neuron types, where these should migrate in the cortex during development, and how they should wire up with other neurons. Even learning, memory, and online information processing, which modify synaptic connections between neurons, are mediated by proteins and genes. All of these processes require triggering by internal actors (DNA) or external events (inputs). These are not limited in time to development but play out continuously throughout life.

        Genetics aspires to explain morphological variation in organisms (their phenotype) in terms of genetic variation (or genotype). Brain anatomy differs across individuals in some measures, such as size and thickness of cortical areas. It is now possible to assess how structural variation in the brain depends on common genetic variants (also known as gene polymorphisms) by combining structural imaging (MRI) with genetics in large data sets. Recent studies have found that over three hundred regions of DNA can influence cortical structure in humans. Some genes are expressed early in development, even before birth: those affect how the cortex folds up and the surface of cortical regions. Other genes are expressed later in life, and through adulthood, and determine cortical thickness. Several DNA stretches affect the way language regions are formed, including subportions of the LIFG and temporal cortex.3 But the same genes direct the growth of other brain regions, and in some cases even of nonneural structures in the organism. There are no genes specifically and exclusively dedicated to regulating the development of speech, language, or reading networks in the brain.

        
          In the brain, gene expression determines, through protein synthesis, a range of processes leading to the correct formation and function of brain circuits, including language networks.

        

      
      
        FOXP2: A Speech and Language Gene?

        The nexus between genes, brain, cognition, and behavior can be studied through common polymorphisms in typical or atypical populations or through rare mutations in individuals. In 2001, a rare gene mutation was described that resulted in a severe developmental speech and language disorder.4 For years, it had been known that the members of a family living in the British Isles could inherit deficits in sequencing the complex mouth and face movements that enable fluent speech. This deficit, known as childhood apraxia of speech (CAS), can be accompanied by impaired spoken language production or comprehension. It was found that all affected members of the family carried a rare point mutation of gene FOXP2. This missense mutation (amino acid substitution) in one copy of FOXP2 is sufficient to undermine the functions of the encoded protein, which is a transcription factor that drives the expression of other genes. This is a cascade of effects that ultimately results in a reduced ability to control the fine movements required by speech production.

        The press saluted the discovery with sensationalist headlines, such as “Scientists Unlock Mysteries of Speech” and “First Language Gene Discovered.”5 Simon Fisher, one of the scientists involved in the original FOXP2 study, was eager to clarify: “We don’t think this is the speech gene. It influences the ability to speak clearly. The mutation doesn’t remove the capacity for speech completely.” Over the past decade, neurogeneticists have learned a lot about FOXP2 and its functions. Human and animal studies show that it supports the development and function of neuronal circuits relevant to motor skills and vocal behaviors, besides being expressed in other tissues such as lung, heart, even bone.6 Neuroimaging experiments in individuals carrying a FOXP2 mutation show abnormal structural features and activation patterns in language tasks across cortical and subcortical regions of high FOXP2 expression—parts of the striatum, the cerebellum, and the inferior frontal gyrus (Broca’s region).7

        In addition to research on rare mutations, studies on common polymorphisms have identified several genes that may influence the organization and function of speech and language networks in the brain. FOXP2 is just one of many genes expressed in language-relevant regions, such as the LIFG and temporal cortex, especially during development.8 The CNTNAP2 gene, for instance, shows high expression in early development in both prefrontal cortex and superior temporal cortex, both part of the core language network. Indeed, some variants of CNTNAP2 have been associated with poorer performance in language tasks in children with specific language impairment (SLI), a developmental deficit affecting a child’s productive and receptive language skills but not speech articulation specifically, in contrast to CAS.9 So while rare mutations can cause rare disorders (FOXP2 and CAS, documented in 0.1 percent of children), common gene polymorphisms can be reflected in more prevalent, but still atypical, phenotypes (CNTNAP2 and SLI, diagnosed in 7 percent of children around age 6). CNTNAP2 is one of many genes whose expression patterns are regulated by FOXP2, which again underscores the wide potential role of the latter gene in human cortical development and eventually in speech or language functions.

        We have already noted that the links between genes, brain, and (typical or atypical) speech or language behavior are bound to be subtle and intricate. Another caveat is that the direct effects of most common gene polymorphisms on brain structure are usually small. If they produce measurable impacts on behavior, such as on performance in speech or language tasks, it is because of the domino effect that they trigger on the function of neuronal circuits, often protracted over several years in infancy and childhood. Such cascading effects on speech or language skills are larger in atypical groups. The links between common gene variants and cognition or behavior are otherwise difficult to establish in typical populations. For instance, small-sample studies reported associations between common variants of FOXP2 and task-based activity in LIFG and between other gene polymorphisms and functional asymmetry of superior temporal regions, all part of core language networks. But these findings have not been replicated with larger participant samples.10 So far, there is very little evidence for the effects of common polymorphisms on variability in neural anatomy or function in the general population. Neurogeneticists now believe that either the impact of FOXP2 on brain structures is confined to rare instances of disruptive mutations or that the effects of common FOXP2 variants on the brain are too elusive to be detected with current imaging methods.

      
      
        Genetic Risk Factors for Developmental Dyslexia

        Developmental dyslexia is defined by specific difficulties in the acquisition of reading and writing skills, despite typical cognition, perception, and early educational opportunities. It is diagnosed in about 5 to 10 percent of children in industrialized countries. It has been associated with deficits of aspects of phonological and orthographic processing and with dysfunction of the perisylvian language network. The severity of dyslexic disorders can be modulated by the degree of transparency of the phonology-orthography interface in a given language (how words are pronounced vs. how they are written). One leading hypothesis is that the auditory-phonological deficit in dyslexia originates from microstructural anomalies of the temporal cortex. Research in neurogenetics is gaining new insights on the alleles (gene variants) associated with either developmental dyslexia or variability in reading, writing, and spelling skills in the general population.11

        Several candidate dyslexia genes have been recently identified on at least five chromosome regions.12 People who carry these “susceptibility alleles” are at risk of developing a form of dyslexia in their childhood. There is evidence linking some of these alleles to anomalies in neuronal migration or in wiring during cortical development, eventually resulting in anomalies of temporal lobe structure and functions.13 It has also been shown that disrupting the expression of specific genes, associated with dyslexia in humans (e.g., DCDC2), leads to major impairments of auditory functions in mice.14 Studies have investigated the genetic origin of the cortical malformations that can disrupt the function of neuronal circuits critical for reading. Such anomalies can be produced artificially in animals by blocking the expression of dyslexia susceptibility genes, such as DYX1C1, KIAA0319, DCDC2, and ROBO1.15

        Especially studies based on animal models can test alternative causal hypotheses about how the expression of genes implicated in dyslexia in humans affects the correct development of neuronal circuits. Studies in humans have used sophisticated statistical methods to test associations of common gene polymorphisms with structural properties of key language and literacy regions of the brain, including IFG and the middle and superior temporal cortex.16 Two of the most important polymorphisms linked to language and literacy in a recent genome-wide association meta-analysis (rs59197085 on gene CCDC136/FLNC, and rs5995177 on RBFOX2) were statistically associated with reduced cortical thickness in frontal, temporal, and parietal regions involved in language and literacy. As noted for FOXP2, however, it is at present difficult to establish robust links between genetic variation in the general population and phenotypic variation in typical reading, writing, and spelling skills. Identifying the genetic risk factors of developmental dyslexia seems more feasible, especially by combining genome-wide association data, brain imaging, and manipulations in animal models. It should be emphasized that genetics provides only a partial picture of risk factors. Several environmental variables may increase or decrease the risk of developing dyslexia. A key question is how social, economic, educational, and other variables interact with susceptibility genes. It will be crucial to distinguish interactions where environmental factors can exacerbate genetic bias from those where they can have a protective effect, offsetting some of the negative impact of genetic or environmental risk factors.17
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        Neuroethology of Language

      
      Like most other cognitive functions, language results from complex interactions between genes and the environment. Genes direct the growth of language networks in the brain. The product is an embodied brain, whose primary remit is not to passively receive and analyze sensory inputs, but to act adaptively in the natural and social world. Speech and language networks in the brain supply neural mechanisms for compositional communication: only humans exchange information cooperatively through open-ended systems of signals with systematic, predictable relationships between form and meaning. Communication is hugely important for individual and collective adaptive behavior in humans.

      Yet several other species communicate, if not quite compositionally (e.g., primates), and even those that do not still show complex vocal behaviors—songbirds, for example. Some aspects of human linguistic communication might therefore be comparable to similar skills in other species. One aim of neuroethology is to understand the brain bases of behavior using a comparative methodology. Neuroethology can help us fractionate human speech and language into meaningful neural and behavioral building blocks and trace their origins in the evolution of avian, mammalian, and primate brains.

      
        Human Evolution, Speech, and Language

        It is all too easy to be deceived by our peculiar perspective and believe that humans are unlike any other species. As a matter of definition and fact, each species is special, but all this diversity and apparent uniqueness cannot disguise the deep evolutionary continuity that holds together the natural world. Charles Darwin (1809–1882) was among the first to think clearly about human language and communication in terms of evolutionary relatedness and continuity. His vision is encapsulated in this remarkable quote from The Descent of Man (1871): “The lower animals differ from man solely in his almost infinitely larger power of associating together the most diversified sounds and ideas.” “Almost infinitely larger” here reminds us that what looks like a qualitative difference may be a matter of degree: the human ability to associate forms and meanings sits on the far end of a continuum of perceptual and cognitive functions in animals.

        This view implies that there could be animal models of aspects of human speech, language, or communication. By “animal models,” we mean species that show one or more perceptual, motor, or cognitive skills that correspond to the capacities that constitute speech and language in humans. This correspondence can be of two kinds: it can be a case of homology, where humans and other species share one or more traits because those traits were inherited from a common ancestor, or it can be a case of analogy, where different species show similar traits with similar functions that nevertheless evolved independently in the two species. For example, bird and bat wings are analogous as wings and homologous as forelimbs. A neuroethology of language should identify and study instances of homology versus analogy between speech- or language-relevant traits in humans and other animals. What might these traits be?

        Two types of capacities and behaviors seem to be constitutive of human speech and language and attested in other species. The first is the set of cognitive, motor, and sensory skills that ethologists refer to as vocal learning: the ability to acquire individual sounds and sound sequences or patterns, typically by imitation, to recognize and produce freely those sounds, and to modify their structure. Vocal learning is not a common trait and is shared with considerable variation by a number of species, including cetaceans, pinnipeds, bats, elephants, and some birds—hummingbirds, songbirds, and parrots. In primates, vocal learning appears to be limited:1 humans are probably the only living primate species showing sophisticated vocal learning skills, exhibited so clearly in early spoken language acquisition and bilingualism (chapters 5 and 6). The question is whether vocal learning in these species evolved separately, or whether instead there is a common origin and therefore deep homology linking species from birds to humans.2

        The second capacity, semantic communication as mediated by sensory signals, such as vocalizations and gestures, is shared between humans and other primates and likely other mammals too. In humans, this is supported by what linguists call compositionality—the idea that combinatorial representations of sound, or other perceptual signals (e.g., gestures), and meaning are linked together in predictable, systematic ways. Syntax, recursive hierarchical structures of the form [X [Y Z] . . .] (chapter 1), is part of what enables the mapping between form and meaning. Darwin sensed that this ability was different, or “almost infinitely larger,” in humans. Now we know that other primates can associate together vocal or visual signals and meanings, yet without the flexibility afforded by syntax. We do not know whether syntax and compositionality have emerged recently in our species’ evolutionary history or whether they have deeper roots in primate signaling and communication.3

      
      
        Neuroethology of Vocal Learning

        Basic forms of vocal plasticity have been found in species that are not proficient vocal learners, such as mice and frogs. Scientists have come around to the view that vocal learning is not a discrete, all-or-none trait but a complex skill that has multiple interacting components. Vocal learning is also different from motor learning (the ability to learn to execute and modify novel complex movements) and auditory learning (the ability to learn to recognize new sounds and sequences or associations). That is also why infants can understand spoken language before they can produce it (auditory learning sets on earlier than vocal learning) and why in most primates and in some other species, auditory learning skills are more advanced than vocal learning skills. Where does vocal learning in humans come from, then? It now seems established that the answer lies not in the organization of vocal organs in humans but in the brain: a vocal learning pathway, possibly accompanied by greater neuronal density in forebrain regions, is present in several species showing imitative, voluntary, and controlled vocal learning of song or speech.4 This new pathway may have evolved several times independently in different species, building on existing and common pathways for auditory learning, motor learning, and innate vocal production.

        Vocal learning is only analogous, not homologous, across species of vocal learners: it likely has evolved multiple times independently in birds, mammals, and humans. Evolutionary models of its emergence are therefore bound to be different across species: different selective pressures may have acted on different traits and on different genes in different organisms. But there may be similarities too. After all, evolution acts only on a limited number of structures, and analogy implies only that a trait was not inherited from a common ancestor. For example, sexual selection seems to have favored the emergence of vocal learning at least in some species, such as songbirds, perhaps with predators selecting against it:5 distinctive singers are easier to identify and target as prey. This hypothesis could explain both why vocal learning emerged and why it is relatively rare. But can it also explain the emergence of vocal learning in humans? Unlike birdsong, speech serves mainly semantic purposes, not sexual selection ones. Language could not have made our ancestors easier targets for predators in the same way as birdsong probably did. Any plausible evolutionary story for the emergence of speech must take that into account. Even so, different evolutionary pressures in songbirds and humans may well have acted on some of the same genes. FOXP2 (chapter 9) is well conserved in vertebrates. FOXP2 mutations matching those producing apraxia of speech in humans disrupt vocal learning in mice and zebra finches.6 FOXP2 is involved in vocal learning in humans as well as songbirds, pointing to partly shared genetic mechanisms.

        Vocal learning may be analogous in songbirds and humans, but that does not make birdsong and speech, let alone birdsong and language, analogous too. Studies have suggested that birdsong is syntactically organized and that some songbird species can even learn recursive structures in songs.7 But syntax is a formal system mapping sound to meaning, and neither abstract structure, such as categories of basic elements that can be freely combined, nor interfaces with meaning have been demonstrated in birdsong. For example, the black-capped chickadee’s mating songs show a degree of combinatorial structure,8 and their calls are modulated to signal predator size.9 But these two skills are only loosely analogous to human syntax and referential semantics, and in songbirds they never actually integrate to produce a compositional system of syntactically structured referential signals.10 What about nonhuman primates?

      
      
        Neuroethology of Semantic Communication

        Human language is a fairly recent evolutionary trait, but it emerged in the context of an existing biological substrate, the primate brain, capable not only of perceiving the world and acting in it, but also of learning, planning, reasoning, communication, and much more. The basic architecture of perception and action systems is, by and large, the same or very similar in humans and other primates, particularly in chimpanzees, our closest relatives. Chimpanzees and macaques possess homologues of the ventral and dorsal pathways connecting temporal and auditory cortex to the inferior frontal cortex, a clue that the basic dual-stream architecture that subserves speech and language in humans is ancient and conserved in some primates.11 The more we learn about the brains of apes and monkeys, the more evident it is that, on a coarse neuroanatomical scale, there may be more similarities than differences between us and them. But these results make language more, not less, puzzling. Where does our unique capacity for abstract syntax and compositional semantics come from, if not from the brain’s architecture, which appears to be largely shared with other primates lacking those skills?

        Many primate species use calls or gestures to signal external events, such as the presence of specific threats in the environment, from obstacles to movement to potential land or airborne predators.12 Producing or perceiving such communicative signals activates temporal and frontal areas in macaques and chimpanzees, including left-hemispheric homologues of human LIFG.13 The communicative signals of some monkey and ape species are sequences of vocal sounds with specific meanings. Yet the organization of the elements in a sequence is linear, not hierarchical, and, moreover, the meaning of a sequence does not depend in systematics way on the meaning of individual sounds.14 That is, the communicative signals of nonhuman primates have only holistic or idiomatic meanings, whereas phrases or sentences in human language can be interpreted holistically or compositionally (e.g., “to kick the bucket”).15

        Compositionality sets us apart from other primates. Our brains may be similar, but the communicative signals we exchange are not. How can this seeming paradox be resolved? There are two possible candidate explanations. One is the neuroethological hypothesis that there may be fine neuroanatomical or physiological differences between us and nonhuman primates that account for behavioral or cognitive differences relevant for communication. There are multiple potentially explanatory neural differences. One is the vocal learning circuits discussed above: perhaps the emergence of vocal learning in humans, in the context of an already sophisticated primate brain, was sufficient to yield hierarchical syntax, as it were “for free.” But as observed earlier, it is one thing to be able to produce and recognize structurally complex vocalizations; it is quite another to be able to map them to complex meanings. So even on this type of proposal, compositionality remains a puzzle. Another view is that the anatomical difference that is unique to humans does not involve frontal regions, such as vocal production or vocal learning circuits, but rather posterior temporal and parietal cortex, implicated in high-level semantics.16

        
          Compositionality sets us apart from other primates. Our brains may be similar, but the communicative signals we exchange are not. How can this seeming paradox be resolved?

        

        The second hypothesis is a neuroethological one. The ecologies and the behaviors of humans and nonhuman primates are strikingly different not just today (an easy but flawed comparison) but for at least the past 2 million years. Syntax and compositional semantics may not be a matter of brainpower after all. We know that primates are highly intelligent animals. It may just be that early humans occupied ecological niches that required specific behavioral adaptations—for example, the use of vocal or gestural signals with complex form and meaning. This shared capacity of the primate brain may be triggered and exploited to different degrees in different primates: holistic signals suffice for apes and monkeys, but compositional signals are very useful in the human ecology. What is special to our brain, relative to other primates, may then be limited to our unique vocal learning circuit, possibly with interfaces to shared systems of cognition.

      
    
  
    
      
        11

        The Future of Neurolinguistics

      
      Scientists are often interested in anticipating trends in their own fields. Staying ahead of the curve is a key ingredient of scientific success, but it is notoriously difficult to achieve. Both neuroscience and linguistics are relatively fragmented and ebullient fields at present, which makes it even harder to predict developments at their intersection. Instead of trying to guess what neurolinguistics might look like in X years, I mention a few emerging trends that are likely to shape the field in the near future. So this chapter is more an exercise in extrapolation than prediction, assuming that current tendencies will continue and perhaps expand.

      An important development in recent neurolinguistic research is an active effort to move beyond the traditional approach to mapping, focused primarily on pinning down linguistic processes in brain space and time (chapters 2 and 3), toward using new signal domains in experimental data to infer the neurophysiological mechanisms behind language use. The goal is no longer to address “where” and “when” questions but also eventually to answer “how” questions. The trick here is to find aspects of neural data that do not just correlate with properties of stimuli, but that effectively carry information about them. In M/EEG data, oscillations may be one such type of signal. Neuronal networks oscillate at multiple frequencies, reflecting slower or faster synchronous firing of neurons. Different frequency bands may carry information about specific temporal features of the stimulus—for example, about the slower and faster rhythmic properties of the speech signal.1 In fMRI data, distributed activation patterns across the cortex have also been shown to carry information about high-level properties of semantic representations, such as their form and content.2 These are just two recent examples, and much more is under way in several labs around the world.

      Increasingly subtle measures of brain dynamics and newer approaches to analyzing neural data are opening up opportunities for major empirical progress in neuroscience. But especially in neurolinguistics, theory and computational modeling are still required to provide the formal frameworks in which brain activity can be interpreted as evidence for or against the existence of particular mechanisms (chapter 4). Importantly, these emerging approaches do not obliterate older data types but instead raise pressing new questions, such as how one can still use ERP and BOLD fMRI data to study the internal organization of the language system and how robust effects obtained with those measures, such as the N400 or P600, can be explained in mechanistic terms.

      A recent tectonic shift in the language sciences, with many repercussions also for neurolinguistics, concerns our idea of language as a cognitive and computational system. For decades, psycholinguists and neurolinguists embraced a view of language as essentially “words plus grammar,” as befits the generative model sketched in chapter 1. This was a tremendous leap forward, starting in the late 1950s, when much aphasiology was largely focused on single words and only occasionally considered sentences or discourse. But somewhat ironically, the generative account of language as a system of semantically interpretable syntactic and logical structures was never fully exploited; for example, we still do not know what role exactly compositionality plays in the human language processing architecture. We do have the capacity for deriving sentence meanings based on just “words plus grammar,” but when and how is that capacity exercised in actual sentence processing? It is clear now that the picture of language suggested by generative syntax and compositional semantics is only a partial guide to language in the brain.

      Newer experimental studies in psycholinguistics and neurolinguistics take seriously the view of human language as a complex cognitive system for situated communication. In this emerging picture, word meanings may be accessed via several modalities, simultaneously or alternatively, while the meanings of complex expressions are not constrained just by syntax and logic, but also by independent principles of cognition and action, such as reasoning and pragmatics. Experiments with more ecologically valid conditions, where multimodal information processing and interaction become possible, are trending in neurolinguistics, and so are studies targeting the complex relationship between systems of meaning and grammar in the brain.3

      A recent turn of events in the information sciences, which is beginning to have an impact on neurolinguistics, is a new understanding of computation in distributed systems, such as artificial and biological neural networks. The emphasis in these models, of which deep learning is but one example, is no longer on transforming strings of symbols (inputs) into other strings of symbols (outputs) based on prespecified rules, but on learning the transformation functions incrementally based on data, usually with feedback or rewards. Artificial neural networks are set up with different architectures (number of layers and units, for example), different input data, and different training regimes, typically to solve optimization problems: the aim is to learn the “best” function mapping inputs to outputs.

      These systems are very useful in several engineering domains, but it is unclear whether they are realistic models of how minds and brains work. On the pro side, they may provide models of brain-like distributed computation, which explain how new external events change the way information flows in the network: indeed, some aspects of languages may be acquired by learning to process them through iterated use.4 On the con side, the brain does not just learn: it grows so that certain functions can develop (chapters 5 to 7). Moreover, it has a complex evolved architecture that far surpasses that of current neural networks (chapters 9 and 10). This prior structure is what makes learning and processing in the brain possible and computationally more efficient than brute-force function optimization. Some neurolinguists think that neural nets will revolutionize the field. Others believe that a lot of biological detail will have to be built into such systems to turn them into plausible models of cognitive brain function.

      In addition, both the social structure and the public perception of neurolinguistics are rapidly changing. A more diverse community is now leading the field, which has huge benefits for the science we do. For example, neurolinguistics is practiced in countries where understudied languages are spoken, which is good news if we want our theories to hold not just for English and a handful of other (mostly European) languages. Among the general public, there is growing awareness of speech or language disorders, developmental deficits, and brain damage (chapters 8 and 9). It is important to continue researching these conditions to ensure that those who are affected by them receive the best evidence-based care in the clinic and full understanding in society at large.

      
        Research on language in the brain can tell us to what extent we are (among other things) thinking machines.

      

      Finally, the impact of neurolinguistics on the wider cultural landscape is likely to grow in the years to come. Language may be one of the few aspects of the human mind that stands good chances of being mechanizable in algorithmic terms. Research on language in the brain can tell us to what extent we are (among other things) thinking machines. Language may also be a lower-hanging fruit in the old philosophical tree of the mind-body problem: How can mental processes arise in neurobiological machinery? This problem may be easier to address, and may therefore deserve greater efforts in the short term, for language than for, say, consciousness, or for many other higher cognitive capacities that have intrigued philosophers for centuries.
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        Ambiguity

        The property of a linguistic expression of having different alternative meanings or different alternative grammatical analyses

        Anomaly

        The property of a linguistic expression of having deviant meaning or being grammatically ill formed

        Aphasia

        A neurological disorder characterized by a reduced ability to produce or understand speech; “disphasia” if mild

        Apraxia

        A neurological disorder characterized by a reduced ability to execute skilled movements; “dispraxia” if mild

        Architecture

        The functional organization of an information processing system, often specified in terms of components or modules

        Axon

        The long filamentous part of a neuron along which electric impulses are conducted from the neuron’s body to other neurons

        Baseline

        A measurement of the variable of interest (behavior or brain activity) prior to or independent of an experimental intervention, and against which measurements of the same variable in response to a stimulus manipulation are compared

        Chronometry

        The experimental study of the timing of mental processes, such as their latency relative to a stimulus and their duration

        Clause

        A well-formed string of words containing a subject and a predicate and expressing a thought or proposition

        Compositionality

        In formal theories of semantics, the principle that the meaning of a complex expression is a function of its constituent parts and of the way those parts are syntactically combined

        Computation

        A rule-governed process of transformation of interpretable strings of symbols into other interpretable strings of symbols

        Connectivity

        The pattern of anatomical connections between different parts of the brain; anatomical connectivity is distinct from functional connectivity (temporal correlations between active parts of the brain) and effective connectivity (causal interactions between active parts of the brain)

        Content word

        A word that has semantic content and can refer to objects, events, or properties, such as nouns, verbs, adjectives, and adverbs in English

        Corpus callosum

        A large bundle of nerve fibers underneath the cortex connecting the left and right hemispheres of the brain

        Cortex

        The thin outer layer of the cerebrum, constituted by folded gray matter

        Development

        The emergence during infancy, childhood, and adolescence of adult skills and competencies, driven by learning and maturation processes

        Discourse

        A connected series of spoken, written, or signed sentences

        Dissociation

        In neuropsychology, the fact that some capacities or functions may be preserved while others are reduced or destroyed by brain damage

        Distinctive features

        Basic properties of phonemes, traditionally described in binary terms: each phoneme is assumed to either have or lack a particular feature, and each is characterized by a unique combination of features

        Dyslexia

        A congenital or acquired disorder involving difficulties in reading written words, letters, or other symbols; “alexia” if severe and if resulting from brain damage; “agraphia” if restricted to writing difficulties

        Electrocorticography (ECoG)

        A neurophysiological method for recording brain currents from a number of electrodes placed on the surface of the cortex

        Electroencephalography (EEG)

        A neurophysiological method for recording brain currents from a number of electrodes placed on the surface of the head

        Event-related potentials (ERPs)

        A type of EEG signal time-locked to specific stimuli or responses

        Experimental design

        The structure of an experiment specifying how the variables controlled by the researcher are related to each other and to measured variables

        Figurative

        The use of an expression such that its meaning differs from the literal or the compositional one, for example, in metaphor

        Function word

        A word that contributes to grammatical structure, such as articles, pronouns, auxiliaries, conjunctions, and prepositions in English

        Functional magnetic resonance imaging (fMRI)

        An imaging technique that uses high-intensity magnetic fields to measure changes in brain metabolism and function

        Functional near-infrared spectroscopy (fNIRS)

        An imaging technique that uses near-infrared light to measure changes in brain metabolism and function

        Gray matter

        The darker brain and spinal cord tissue, consisting mainly of neuronal bodies and dendrites

        Hierarchy

        The relation of syntactic dependency between one constituent and another constituent embedded in it

        Holism

        The idea that the meaning of an expression as a whole is independent of the meanings of the constituent parts

        Homonymy

        A relationship between two or more words with identical form (spelling or pronunciation or both) but different and unrelated meanings

        Idiom

        An expression whose conventional meaning is not derived from the meanings of the constituent parts

        Inference

        The process of deriving conclusions from premises or data

        Inverse problem

        The problem of reconstructing from a set of observations the causal or formal structure of the system that produced them

        Language switching

        The process of alternating between one or more languages or varieties during a conversation by the same speaker

        Latency

        The time at which a brain response occurs relative to a stimulus

        Lexicon

        The inventory of all the words and other basic units of form and meaning (morphemes) of a language

        Localization

        The process of tracing mental functions to their bases in the brain

        Magnetoencephalography (MEG)

        A neurophysiological method for recording magnetic fields from the brain using superconductive sensors on the surface of the head

        Maturation

        The genetically constrained process of growth and organization of anatomical structures in animals, including the nervous system

        Mechanism

        A system of components and interactions between them that gives rise to a specific function or behavior in a biological system

        Mentalism

        The view that language is a mental phenomenon to be understood in terms of psychological and ultimately neurobiological processes

        Metabolism

        The chemical-biological processes that occur in an organism in order to carry out energy-demanding tasks, such as processing information

        Morphology

        The study of the internal structure of words

        Multimodal

        Involving multiple sensory modalities, such as vision and hearing

        Neuron

        A type of brain cell specialized in receiving and transmitting electrical impulses

        Orthography

        The conventional spelling and writing system of words in a language

        Quantifier

        A word or phrase that can be combined with a noun phrase to specify the relative amount that is being considered, for example, few in “few dogs”

        Phonetics

        The study of the physical and physiological bases of speech sounds and of how they are produced and perceived

        Phonology

        The study of basic categories of speech sounds and their relations in specific languages and across languages

        Phrase

        A well-formed string of one or more words that can function as a syntactic constituent in a clause or sentence

        Plasticity

        The capacity of parts of the brain to undergo structural or functional changes in response to experience or other events, such as lesions

        Polarity

        The positive or negative sign of electrical currents or magnetic fields

        Polysemy

        The property of a linguistic expression of having several related senses

        Positron emission tomography (PET)

        An imaging technique that uses radioactive substances to measure metabolic processes in the brain

        Pragmatics

        The study of principles of language use and communication

        Recursion

        The application of a formal operation to the result of applications of the same operation

        Reference

        The semantic relationship between a linguistic expression and the entities it stands for

        Sensitive period

        A period of increased sensitivity to particular types of stimuli, which typically results in faster or better learning; also referred to as “critical period”

        Sentence

        A well-formed string of words containing one or more clauses

        Simultaneous bilingual

        A person who has acquired two or more languages at the same age

        Synapse

        The junction between two neurons, consisting of a small gap across which electric impulses pass by diffusion of neurotransmitters

        Syntax

        The study of the internal structure of well-formed multiword strings, such as phrases, clauses, and sentences

        Time-locked activity

        Brain activity lined up in time to specific events, such as a stimulus

        Transitivity

        The property of a verb to take direct objects

        White matter

        The paler brain and spinal cord tissue, consisting mainly of axonal fibers and enveloping myelin sheets
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